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SUMMARY

Reinforcement Learning (RL) agents can solve general problems based on little to no
knowledge of the underlying environment. These agents learn through experience, us-
ing a trial-and-error strategy that can lead to effective innovations, but this randomized
process might cause undesirable events. Therefore, to enable the adoption of RL in our
daily lives, we must ensure their reliability and safety. Safety requirements are often in-
compatible with the naive random exploration usually performed by RL agents. Safe RL
studies how to make such agents more reliable and how to ensure they behave appro-
priately. We investigate these issues in online settings, where the agent interacts directly
with the environment, and in offline settings, where the agent only has access to histori-
cal data and does not interact directly with the environment.

While safety has numerous facets in RL, in this thesis, we focus on two of them.
First, the safe policy improvement problem, which considers how to compute a policy
offline reliably. Second, the constrained reinforcement learning problem, which investi-
gates how to learn a policy that satisfies a set of safety constraints. Next, we detail these
perspectives and how we approach them.

The first perspective is of particular interest in offline settings. In this setting, we
can imagine some decision mechanism has been operating the system, we refer to this
mechanism as the behavior policy. Assuming these past decisions were recorded in a
database, we would like to use RL to compute a new policy using such database. It would
be difficult to convince stakeholders to switch to the policy computed by RL if there were
chances that the new policy would cause considerable performance loss compared to
the behavior policy. Therefore, developing algorithms that reliably compute policies that
outperform the behavior policy is essential as this gives confidence to decision-makers
that the new policy will not degrade the performance of the underlying system. The safe
policy improvement problem formalizes these issues.

Considering that real-world data is limited and costly, in Chapter 3, we investigate
how to improve the sample complexity of safe policy improvement algorithms by ex-
ploiting the factored structure of the underlying problem. In particular, we consider
problems where the dynamics of each state variable depend only on a small subset of
the state variables. Exploiting this structure, we develop RL algorithms that require or-
ders of magnitude fewer data to find better policies than their counterparts that ignore
such structure. This method also generalizes samples from one state to another, which
allows us to compute improved policies if the data only partially cover the problem.

In many real-world applications such as dialogue systems, pharmaceutical tests, and
crop management, data is collected under human supervision, and the behavior policy
remains unknown. In Chapter 4, we apply safe policy improvement algorithms with an
estimated policy built from data. We formally provide safe policy improvement guaran-
tees over the behavior policy even without direct access to it. Our empirical experiments
on tasks with finite and continuous states support the theoretical findings.

ix



x SUMMARY

The second safety perspective is relevant for online RL agents. Engineering a reward
signal that allows the agent to maximize its performance while remaining safe is not
trivial. Therefore, it is better to decouple safety from reward using constrained Markov
decision processes (CMDPs), where an independent signal models the safety aspects. In
this setting, an RL agent can autonomously find trade-offs between performance and
safety. Unfortunately, most RL agents designed for the constrained setting only guaran-
tee safety after the learning phase, which prevents their direct deployment.

In Chapter 6, we investigate settings where a concise abstract model of the safety as-
pects is given, a reasonable assumption since a thorough understanding of safety-related
matters is a prerequisite for deploying RL in typical applications. We propose an RL al-
gorithm that uses this abstract model to learn policies safely. During the training pro-
cess, this algorithm can seamlessly switch from a conservative to a greedy policy with-
out violating the safety constraints. We prove that this algorithm is safe under the given
assumptions. Empirically, we show that even if safety and reward signals are contradic-
tory, this algorithm always operates safely, while when they are aligned, this approach
also improves the agent’s performance. Finally, we study how to reduce the performance
regret of this algorithm without sacrificing the safety guarantees.

To summarize, we develop new RL methods exploiting prior knowledge about the
structure of the problem. We propose reliable offline algorithms that can improve the
policy using fewer data and online algorithms that comply with safety constraints while
learning. Besides safety and reliability, we also touch on other issues preventing the de-
ployment of RL to real-world tasks, such as data efficiency and learning with a fixed batch
of data. Nevertheless, we must recall that other challenges, such as partial-observability
and explainability, still require attention. We hope this thesis serves as a stepping stone
toward combining different types of prior knowledge to improve various aspects of RL.



SAMENVATTING

Reinforcement Learning (RL) agents zijn in staat om generieke problemen op te lossen
met weinig tot geen kennis van de onderliggende omgeving. Deze agents leren door
ervaring op te doen met behulp van een trial-and-error strategie die tot vernieuwende
ontdekkingen kan leiden, maar dit willekeurige proces kan ook ongewilde effecten ver-
oorzaken. Om dagelijks gebruik van RL mogelijk te maken moeten we zeker zijn van de
betrouwbaarheid en veiligheid. Veiligheidseisen zijn vaak in strijd met de naïeve ontdek-
kingsstrategie die wordt gebruikt in RL. Safe RL onderzoekt hoe hoe RL agents betrouw-
baarder te maken en te garanderen dat ze zich daar naar gedragen. Wij onderzoeken
deze problemen in een online context, waar de agent directe interactie met de omgeving
heeft, en in een ofline context, waar de agent alleen historische data kan gebruiken en
geen directe interactie met de omgeving heeft.

Veiligheid in RL kent meerdere aspecten. In dit proefschrift richten we ons op twee
van hen. Ten eerste, het safe policy improvement probleem, wat draait om het betrouw-
baar berekenen van een policy in de offline context. Ten tweede, het constrained rein-
forcement learning probleem, waarin we onderzoeken hoe een policy die aan een aantal
veiligheidseisen dient te voldoen geleerd kan worden. In wat volgt beschrijven we deze
twee perspectieven en onze aanpak in detail.

Het eerste perspectief is in het bijzonder van belang in een offline context. In een of-
fline context stellen we ons voor hoe een beslissingsmechanisme het systeem bestuurt,
en noemen dit mechanisme de behavior policy. Aannemende dat beslissingen uit het
verleden zijn opgeslagen in een database, willen we RL gebruiken om een nieuwe policy
the berekenen op basis van zo’n database. Het is moeilijk betrokken partijen te over-
tuigen om over te stappen naar de nieuwe policy berekend door middel van RL als er
een kans is dat deze nieuwe policy aanzienlijk slechter presteert dan de behavior policy.
Daarom is het ontwikkelen van algoritmen die betrouwbaar nieuwe policies die beter
presteren dan de behavior policy kunnen berekenen essentieel, aangezien dit beleids-
bepalers vertrouwen geeft dat de nieuwe policy niet slechter zal presteren in het onder-
liggende systeem. Het safe policy improvement probleem formaliseert deze problemen.

Aangezien data afkomstig uit de echte wereld kostbaar en beperkt is, onderzoeken
we in Hoofdstuk 3 hoe we de sample complexity van safe policy improvement algoritmen
kunnen verbeteren door gebruik te maken van de gefactoriseerde structuur van het on-
derliggende probleem. In het bijzonder kijken we naar problemen waar het gedrag van
elke toestandsvariabele enkel afhankelijk is van een kleine deelverzameling van alle toe-
standsvariabelen. Door gebruik te maken van deze structuur bouwen we RL algoritmen
die aanzienlijk minder data nodig hebben om betere policies te vinden dan vergelijk-
bare methoden die zulke structuur ongebruikt laten. Deze methode is ook in staat om
willekeurige trekkingen van een toestand te veralgeminiseren naar andere toestanden,
wat ons in staat stelt om ook verbeterde policies te berekenen wanneer de data niet het
volledige probleem dekt.

xi



xii SAMENVATTING

In veel realistische toepassingen, zoals spraaksystemen, farmaceutische tests, en land-
bouwmanagement, wordt data verzameld onder menselijk toezicht en is de behavior
policy onbekend. In Hoofdstuk 4 passen we safe policy improvement algoritmen toe op
een op basis van data geschatte policy. We geven formele garanties op de verbetering
van de safe policy improvement op de behavior policy, zelfs zonder directe toegang tot
die behavior policy. Empirische experimenten op taken met eindige en continue states
ondersteunen de theoretische resultaten.

Het tweede perspectief is relevant voor online RL agents. Het is moeilijk om een een
rewardsignaal te maken dat de agent in staat stelt zijn prestaties te maximaliseren en
tegelijkertijd veiligheid te garanderen. Daarom is het beter om veiligheid los te koppelen
van de reward en constrained Markov decision processes (CMDPs) te gebruiken, waar een
onafhankelijk signaal de veiligheidsaspecten beschrijft. Dit stelt een RL agent in staat
om op autonome wijze een balans vinden tussen prestaties en veiligheid. De meeste
RL agents zijn echter ontworpen om alleen veiligheid te garanderen na de leerfase, wat
direct gebruik onmogelijk maakt.

In Hoofdstuk 6 onderzoeken we situaties waar een beknopt abstract model van de
veiligheidsaspecten is gegeven, wat een redelijke aanname is aangezien een goed begrip
van aan veiligheid gerelateerde zaken een vereiste is om RL te gebruiken in praktische
toepassingen. Wij geven een RL algoritme dat dit abstracte model gebruikt om op veilige
wijze policies te leren. Tijdens het trainingsproces kan dit algoritme naadloos schakelen
tussen een behoudende en een greedy policy zonder de veiligheidseisen te breken. We
bewijzen dat dit algoritme veilig is onder de gegeven aannames. Empirische resultaten
laten zien dat zelfs wanneer veiligheids- en rewardsignalen tegenstrijdig zijn, dit algo-
ritme altijd veilig werkt, en wanneer de signalen niet tegenstrijdig zijn zal deze methode
ook de prestaties van de agent verbeteren. Als laatste onderzoeken we hoe de presta-
tieverlies van dit algoritme verminderd kan worden zonder de veiligheidsgaranties op te
offeren.

Samenvattend, we ontwikkelen nieuwe RL methoden die bestaande kennis van de
structuur uitbuiten. We geven betrouwbare offline algoritmen die de policy kunnen ver-
beteren met minder data dan online algoritmen die voldoen aan veiligheidseisen tijdens
het leren. Naast veiligheid en betrouwbaarheid kijken we ook naar andere problemen
die het gebruik van RL voor realitische toepassingen tegenhouden, zoals data efficiën-
tie en leren van een vaste hoeveelheid data. Desondanks moeten we erop wijzen dat
andere uitdagingen, zoals gedeeltelijke observeerbaarheid en uitlegbaarheid nog steeds
aandacht vereisen. We hopen dat dit proefschrift een opstap biedt richting het combi-
neren van verschillende soorten bestaande kennis om verscheidende aspecten van RL te
verbeteren.



1
INTRODUCTION

In this chapter, we briefly showcase the potential of Reinforcement Learning (RL), dis-
cuss the challenges around safety that are preventing the wider adoption of RL, and give
an overview of how this thesis aims to address these challenges.

1.1. RELIABLE ARTIFICIAL INTELLIGENCE
Every new piece of technology has the potential to improve our lives, however novel
technology must be safe and reliable, otherwise, it will render itself useless. Some Ar-
tificial Intelligence (AI) techniques have already proven themselves reliable enough to
become part of our daily lives. Other techniques, such as Reinforcement Learning (RL;
Sutton and Barto, 2018), are still in development. As we adopt these new techniques,
their reliability will be challenged due to the increasing diversity of scenarios they en-
counter. Therefore, to guarantee their success, particularly for RL, we must ensure they
are safe and reliable.

Some AI algorithms are so present in our lives that we may not identify them as AI
anymore. When we receive mail in a foreign language we may use our phones to in-
stantly translate it to our native language (Biersdorfer, 2021). This involves using com-
puter vision for character recognition to identify the text of the letter (Lecun et al., 1998)
as well as natural language processing to translate the text to the target language (Sutskever
et al., 2014). These approaches are often on a realm called supervised learning, where the
AI system has access to examples that it can use to generalize to new situations. In par-
ticular, the feedback of a decision is immediate, which allows these algorithms to quickly
adapt the future decisions in case of a mistake.

RL algorithms can handle problems that require a sequence of decisions, taking into
account the uncertainty of future outcomes. These algorithms have shown fascinating
results in confined settings, such as playing board games and controlling simulations of
high-dimensional robots (Mnih et al., 2015; Schulman et al., 2016). While they are still
mostly restricted to the research lab, we hope to eventually use them to handle complex
tasks in the real world like driving, energy optimization, and treatment recommendation

1
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for healthcare. However, these applications are critical, so a new algorithm will only be
adopted if its safety is guaranteed. Unfortunately, providing safety guarantees for these
tasks is not easy, since in RL it is difficult to predict the consequences of certain decisions
without trying them first.

1.2. REINFORCEMENT LEARNING: PROMISES & CHALLENGES
Reinforcement Learning (RL; Sutton and Barto, 2018) is a paradigm of extremely general
algorithms for sequential decision making in unknown environments. In RL, an agent
interacts with an environment by repeatedly observing the state of the environment and
taking an action, which in turn changes the state of the environment. After each action,
the agent obtains a reward indicating the progress made towards completing its task.
Through these interactions, often in a trial-and-error fashion, the agent computes a pol-
icy, which prescribes the actions to be executed in each state. The goal of the agent is to
find a policy that collects the most reward over time.

Following this relatively simple framework, RL algorithms have completed astonish-
ing tasks, for example, playing Atari games at a super-human level (Mnih et al., 2015),
performing locomotion tasks with complex simulated robots (Schulman et al., 2016),
playing abstract board games like chess and go (Silver et al., 2016, 2017), and playing
strategy multi-player video games (Baker et al., 2020; Vinyals et al., 2019). We may notice
a common characteristic among these accomplishments, namely a simulated environ-
ment, where the trial-and-error strategy used by RL algorithms is not harmful, which
makes it look like RL is confined to simulated environments. Nevertheless, the complex-
ity of these tasks raises hopes that RL can solve real world tasks.

RL has the potential to solve a diverse set of complex tasks beyond simulations and
research to bring it to real world applications has already begun. To exemplify this di-
versity, we may cite surveys of RL being used in specific applications, such as energy
(Glavic et al., 2017; Vázquez-Canteli and Nagy, 2019; Wang and Hong, 2020; Yang et al.,
2020a), healthcare (Coronato et al., 2020; Liu et al., 2020), autonomous driving (Aradi,
2020; Kiran et al., 2021), traffic signal control (Wei et al., 2021; Yau et al., 2017), logistics
(Althamary et al., 2019; Haydari and Yilmaz, 2020), production systems (Panzer and Ben-
der, 2021; Yoo et al., 2021), distributed systems (Chen et al., 2021a; Jameel et al., 2020; Up-
rety and Rawat, 2021; Wu et al., 2021), and communication networks (Qian et al., 2019).
Nevertheless, the use of RL remains largely a research topic due to numerous assump-
tions made by RL algorithms that do not match the complexity of the real world.

To bypass the complexity of the real world, we might consider applying RL in a sim-
ulator and later transfer the policy found to the real system. For instance, RL can learn
to imitate animal motion in simulations and eventually transfer the policy learned to
physical robots (Peng et al., 2020). However, this requires meticulous engineering, for
example, to model the robot and its physics (Batra et al., 2021; Zhao et al., 2020). An-
other issue is that even small inaccuracies in the simulator can be propagated causing
performance losses in the real system (Ha et al., 2020). Hence, we may prefer to deploy
the RL agent directly in the environment, avoiding the gap between the simulator the
real system, but this approach has its challenges.

Interacting directly with the system can be costly and risky. Unfortunately, RL algo-
rithms are notorious for requiring a large number of interactions with the environment
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to find good policies, which can get to the order of millions (Mnih et al., 2016; Schulman
et al., 2017). While that may not be a problem in simulated environments, interactions in
the real world incur costs, for instance to power and maintain an electric vehicle, which
would accumulate over these interactions. Similarly, such interactions may lead to un-
desirable situations, such as colliding with another vehicle or driving out of the road, and
the probability of such events increases with each interaction between the agent and the
environment. So, to alleviate these issues, we must minimize the number of experiences
necessary to learn a reasonable policy.

Some applications already have a policy in execution, in which case we could use
realistic historical data to learn a reasonable initial policy, reducing the costs and risks
of RL algorithms. Consider for instance a recommender system that already has a policy
giving recommendations to a user. In this situation, the algorithm can rely on historical
data to predict if a user is interested in a certain item, which might be more effective
than to try recommending that item to the user (Chen et al., 2019). However, basic RL
algorithms can be unreliable in this setting, computing policies with low performance.
Therefore, finding reliable methods is fundamental to unleash the potential of the avail-
able historical data. We will investigate the so-called safe policy improvement problem,
where we must compute a new policy using the historical data that outperforms the pol-
icy in execution.

When no historical data is available, the agent must start from scratch. This is par-
ticularly challenging because of the random nature of the exploration performed by RL
agents. Some systems do not allow the agent to take arbitrary actions or visit certain
states that could have catastrophic consequences, such as breaking a robot or crashing
an autonomous vehicle. We will investigate this problem using the constrained reinforce-
ment learning framework, which explicitly captures the constraints of the system.

Recently, Dulac-Arnold et al. (2021) compiled a set of nine challenges that are pre-
venting the direct deployment of RL to real world tasks, often related to discrepancies be-
tween the environments where RL is being tested and real world tasks, such as partially
observable states, poorly specified reward functions, or system delays. Among them, we
also have the problems addressed in this thesis: offline training and learning with safety
constraints. This compilation reinforces the need to handle these challenges to enable
the wide adoption of RL.

1.3. THE SAFETY CHALLENGE

Since RL often relies on a trial-and-error strategy major concerns around safety arise
when we consider its deployment (Amodei et al., 2016). Safe Reinforcement Learning
(SRL) is a wide subfield within RL research that investigates how to mitigate such issues
(García and Fernández, 2015). It has two main branches, changing the optimization cri-
teria to ensure reasonable performance and changing the exploration process to pre-
vent undesirable outcomes, as Figure 1.1 illustrates. In this section, we present a short
overview of each direction. We will discuss our take on each of them in the next section.
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1.3.1. ALTERNATIVE CRITERIA

Due to the stochastic nature of the environment, in each trajectory, the agent might ob-
serve a different return, the accumulated reward of that trajectory. Traditionally, RL algo-
rithms aim to maximize the return in expectation. However, this does not give any guar-
antee about the return of the worst trajectories. So, an agent might return policies that
have some probability of observing unacceptably low returns. This could for instance
lead a company to bankruptcy. In that case, the agent should have a more conservative
behavior to reduce such risks.

Alternative criteria can be used to prevent such undesirable outcomes. For instance,
using a risk-averse criterion (Howard and Matheson, 1972) or a min-max criterion that
considers the worst-case outcome (Heger, 1994). Such criteria may also account for the
uncertainty the agent has about the environment. In this situation, one may choose to
be pessimistic with respect to the different dynamics the environment can present.

1.3.2. SAFE EXPLORATION

In safe exploration, the goal of the agent is to learn without experiencing catastrophic
outcomes. A catastrophe event can have different definitions. One may consider pre-
venting the agent from entering undesirable states (Turchetta et al., 2016), others might
define safety using temporal logic constraints (Junges et al., 2016). We could also ensure
the total cost of a certain trajectory does not exceed a given threshold (Moreira et al.,
2021). In summary, this line of research aims to guarantee that the policy executed in a
given episode does not violate the safety constraints.

To accomplish this task, one usually must rely on some type of prior knowledge. This
can take numerous forms, such as a teacher that provides advice, an initial safe policy, a
set of safe states, or demonstrations from an expert. Without prior knowledge, it would
be infeasible to ensure the safety of the system.

1.4. SCOPE
Figure 1.1 help us understand the scope of this thesis. It puts the RL branch of machine
learning in focus, showing our interest in sequential decision making. Then, it shows
some of the challenges to take RL to the real world and expands safe reinforcement learn-
ing in the two branches described before. In the bottom of the diagram, we see the two
main problems addressed on this thesis. We notice that both problems are alternative
criteria to the standard reinforcement learning objective, but they also share connec-
tions with other challenges in RL and with the safe exploration branch in SRL, shown in
dashed lines. We discuss each problem next.

1.4.1. RELIABILITY IN OFFLINE REINFORCEMENT LEARNING

In offline RL, also known as batch RL, the agent only has access to a fixed dataset of
historical data and does not interact directly with the environment (Lange et al., 2012;
Levine et al., 2020). This approach can circumvent the data collection challenges in set-
ting where interactions with the environment are costly or risky. Usually, we assume the
dataset was collected following a single policy, possibly hand-designed, which we refer
to as the behavior policy πb . From this perspective, it is important that the new policy π′
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Figure 1.1: Thesis scope, showing RL as the machine learning branch in focus. Then, it shows some of the
challenges to bring RL to the real-world. Finally, it shows the the main problems (rounded boxes) under con-
sideration in this thesis and how they fit within the safe RL literature.
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Figure 1.2: Interface of a reinforcement learning agent solving the safe policy improvement problem.

outperforms πb , otherwise, a decision maker would prefer to simply keep executing the
behavior policy.

We will consider the Safe Policy Improvement (SPI) criterion (Thomas et al., 2015b),
which formalizes this improvement requirement. Figure 1.2 shows the interface of an
agent that optimizes the SPI criterion. We observe that besides the dataset of historical
data, the agent also gets as input the behavior policy πb . If an algorithm has a high
probability of returning a policy π′ that outperforms πb , we say this algorithm satisfies
the SPI criterion.

In Figure 1.1, the connection between the offline training challenge and the safe pol-
icy improvement problem is clear from the problem definition. The connection from the
data efficiency challenge is related to the limited amount of data available, an inherent
property of offline RL since the agent does not interact with the environment. This issue
impacts directly the performance of the policy computed by the agent.
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Figure 1.3: Policy space and set of safe policies.

1.4.2. SAFETY CONSTRAINTS IN REINFORCEMENT LEARNING

We also investigate the Constrained Reinforcement Learning (CRL) problem, where the
optimal policy must satisfy a set of safety constraints. Relying on the reward function
to account for safety can be impractical. Consider for instance an autonomous vehicle
that wants to minimize the time to reach its destination, it could end up driving at high
speeds putting the lives of its passengers at risk. In this task, safety has a higher priority
than performance, so it is better to drive cautiously and avoid risking the passengers’
well-being. At the same time, driving too slow may lead to a failure in delivering the
passenger on time. Therefore, we must find a trade-off between safety and performance,
which is not easily compiled in the reward function. It is more practical to consider a
signal dedicated to safety and define constraints with respect to this safety signal, letting
the algorithm find this trade-off automatically (Hayes et al., 2021; Roy et al., 2021).

Many algorithms have been proposed for CRL (Achiam et al., 2017; Efroni et al., 2020;
HasanzadeZonuzy et al., 2021; Ray et al., 2019; Yang et al., 2021, 2020b), but they often
only focus on the safety of the final policy, meaning they might violate the safety con-
straints during the learning process. This approach may be suitable for situations where
a perfect simulator is available, which, unfortunately, is not always the case as we men-
tioned earlier. Therefore, we investigate how to learn without violating the safety con-
straints.

Figure 1.3 shows the space of policies in CRL. Π represents the policy space and Γ

indicates the set of policies that satisfy the safety constraints. The objective in CRL is
to find a policy in Γ with the best performance. From the safe exploration perspective,
the challenge is to ensure that in every episode a safe policy π ∈ Γ is executed during the
learning process.

As Figure 1.1 shows, we consider this problem from both branches of SRL. As García
and Fernández (2015) observe, the constraints change which policies are optimal, there-
fore, the problem falls in the alternative criteria branch. But, we also consider this prob-
lem from the safe exploration perspective, since we are interested in always ensuring the
policy executed respects the safety constraints, even while the agent is still learning.

1.5. RESEARCH GOALS
As discussed so far, we are interested in making RL algorithms more safe and reliable,
such that they eventually can be deployed directly to real world tasks. In other words, we
would like to alleviate the dependency on simulators while training RL agents. As already
mentioned, many challenges could be tackled to help with this task, but we narrow our
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scope to two of them:

i. expanding the reach of reliable offline RL, and

ii. developing new methods to ensure safety during exploration of online RL.

Considering that without making assumptions about the underlying problem, it is
hardly possible to make any progress in safe RL, our first research question (RQ) is related
to what kind of prior knowledge we may have about the problem.

RQ 1. What kinds of prior knowledge can an expert reasonably provide re-
garding the underlying problem? How to integrate such knowledge into safe
reinforcement learning algorithms?
Overall, RL handles an extensive set of problems. While this expands the
potential applications of RL, it also contributes to its instability. It is diffi-
cult to make claims about the safety and reliability of RL algorithms given
such a large class of problems. Assuming an expert provides a model of the
underlying problem would bypass this issue. However, such a model might
contain errors that could make this approach unreliable. Nevertheless, an
expert probably has insights regarding the structure present on the prob-
lem of interest. Such structure would allow a safe RL agent to reason about
specific problems. This way, we may consider specific classes of problems
to make statements about the safety and reliability of RL algorithms. This
approach also exposes our assumptions, which, in the future, can help de-
cision makers evaluate if the algorithms we are proposing are suitable for
their applications.

Regarding the first challenge, previous offline RL algorithms guarantee to return a
policy with reasonable performance, by relying on the behavior policy (Laroche et al.,
2019; Petrik et al., 2016; Thomas et al., 2015b). This way, when historical data and the
behavior policy are available, we can use these algorithms to compute an improved pol-
icy with high confidence. Unfortunately, the amount and quality of such data are not
guaranteed, there might be little data available or the coverage of the problem might be
limited. This can make these algorithms overly conservative, leading them to always rely
on the behavior policy. The dependency on the behavior policy is another concern since
the absence of such policy precludes the use of these algorithms. These issues lead us to
the following three research questions.

RQ 2. Considering that real world data is limited, how to improve the sam-
ple complexity of safe policy improvement algorithms to make the most of
the data available?
When we consider the costs of interacting with the environment to col-
lect the historical data, we may notice that many applications have limited
amounts of historical data. However, it is still important to compute im-
proved policies and avoid the overly conservative strategy that always relies
on the behavior policy. We may use some prior knowledge regarding the
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problem class and compute new policies even if the amount of data avail-
able is small. This approach helps us ensure we make the best use of the
data available.

RQ 3. Since we do not control the quality of the data available, how to ensure
we still can compute improved policies even when the coverage of the prob-
lem is limited?
In offline RL, the agent has no control over how the data was collected.
Therefore, the data might be unbalanced. This means that some regions
of the environment can have little support, in which case being able to gen-
eralize the available data to the unsupported states is crucial while looking
for a better policy.

RQ 4. Assuming we only have access to a set of past trajectories, that is with-
out access to the behavior policy, can we still develop offline RL with improve-
ment guarantees?
While a considerable number of RL algorithms have guarantees of returning
a reasonable policy in the offline setting, these algorithms require access to
the policy that collected the data, which may not be available. In this case,
it is interesting to investigate if access to the behavior policy is strictly re-
quired. Finding algorithms with improvement guarantees even when the
behavior policy is another way we can also expand the reach of offline RL.

There is also some prior work related to our second challenge, for instance, some
methods can learn a policy that respects the safety constraints by interacting with the
environment (Efroni et al., 2020; Zheng and Ratliff, 2020). Unfortunately, most of these
approaches do not satisfy the safety constraints during the learning process. Therefore,
they are mostly confined to settings where a perfect simulator is available and can be
used to train a safe policy that only later is deployed. This makes these algorithms inad-
equate for safe exploration. As we mentioned before, the usual way to develop methods
for safe exploration is to rely on some kind of domain knowledge. Finding new types
of prior knowledge that provide safe exploration diversifies the repertoire of SRL algo-
rithms. In this way, we hope the user can easily check what type of prior knowledge is
available on its application and deploy the corresponding SRL agent safely. This moti-
vates the next two research questions.

RQ 5. Given a partial model related to the safe dynamics, how can a CRL
agent learn to optimize its task without violating its safety constraints?
Considering that the deployment of RL typically requires a reasonable un-
derstanding of safety-related matters, we may assume that such knowledge
is given by an expert. This can be expressed by a concise abstract model.
Since we do not make any assumption on the task at hand, it is still nec-
essary to learn how to optimize the underlying task. The challenge is to
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ensure that, even while still learning, the policy being executed by the agent
is always safe.

RQ 6. What is the impact of the safety constraints on the performance of an
agent that explores safely?
Even considering some type of prior knowledge, this agent still has some
uncertainty about the environment dynamics. Therefore, the agent still
must explore. This leads to a new perspective on the classic exploration-
exploitation dilemma faced by RL agents, where the agent must visit new
states cautiously, to avoid violating the safety constraints. We want to inves-
tigate how this caution affects the learning process, comparing for instance
with an unconstrained agent.

In summary, Research Question 1 provides the basis to Research Questions 2 and 3 as
well as Research Question 5. Research Questions 2 to 4 are dedicated to the reliability of
offline RL, while Research Questions 5 and 6 focus on safe exploration of CRL algorithms.

1.6. CONTRIBUTIONS
In this section, we present an overview of the thesis’ contributions.

Data efficiency in safe policy improvement (Chapter 3). Considering that real world
data is limited and expensive, we investigate how to improve the sample complexity of
safe policy improvement algorithms exploiting the structure of the problem. Most algo-
rithms with improvement guarantees in the offline setting consider unrestricted prob-
lems. This leads to general bounds that depend on the size of the state space. Unfortu-
nately, the state space can grow exponentially in the number of variables describing the
problem, and, consequently, the amount of data required by these algorithms to com-
pute better policies can be prohibitively large. Therefore, we investigate this problem for
different classes of problems, which allows us to obtain better estimates of the underly-
ing dynamics. In particular, we consider problems where the dynamics of each variable
depend only on a small subset of the remaining variables. Exploiting this structure, we
develop RL algorithms that require orders of magnitude fewer data to find better policies
than their counterparts that ignore such structure.

Generalization in safe policy improvement (Chapter 3). Exploiting the structure of
the problems allows us to generalize samples from one state to another. This is critical
for safe policy improvement when the behavior policy does not have good coverage of
the state-action pairs. For instance, if the behavior policy is deterministic, the agent is
not able to deploy a new policy without some generalization capability. By exploiting the
structure of the problem, we can infer the effects of an action in an arbitrary state if this
action was applied in similar states. For example, if in a state s1 all the data observed
takes action a1, the agent cannot apply action a2. But, when the agent has some obser-
vations where a2 was executed in s2, it may be able to infer the effects of a2 in the state s1,
if the agent knows that the states s1 and s2 are similar. This gives the agent the unique
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ability to confidently return policies that are significantly different from the policy that
collected the data.

Safe policy improvement without the baseline policy (Chapter 4). In the safe policy
improvement literature, most algorithms with improvement guarantees require access
to the behavior policy as a fallback mechanism, however, in some applications this policy
might not be available, for instance in cases where the decisions were made by a human
expert. We study how to handle this problem when the behavior policy is not available,
using an estimate of this policy. This brings such reliable algorithms closer to the basic
offline RL setting, where, in general, we do not assume to have access to the policy used
during data collection.

Exploiting partial knowledge of the system dynamics for safe exploration (Chapter 5).
We study how to ensure safety during the learning process in an online setting, that is,
the agent must learn but it is not allowed to violate the safety constraints. We propose to
use an abstraction of the safety dynamics that allows the agent to reason about the safety
of the policies it is deploying. Our agent keeps track of a set of probable models of the
environment and acts pessimistically with respect to them. This agent can explore the
environment optimistically with respect to the reward, without ever violating the safety
constraints.

1.7. OUTLINE
Chapter 2 starts by presenting a review of the basic models for sequential decision mak-
ing, how to represent the structure of the underlying problem, and how to describe the
desired behavior of the agent using constraints. Next, it gives a basic overview of how
to solve these problems through planning as well as reinforcement learning. Finally, it
presents a discussion of the safety challenges in reinforcement learning.

Chapters 3 to 5 contain the main contributions of the thesis. Chapters 3 and 4 are
dedicated to the reliability of offline RL algorithms, while Chapter 5 investigates the
safety of online RL algorithms.

In Chapter 3 we formalize the SPI problem, review the literature dealing with this
problem as well as algorithms that can solve it. Then, we present the factored SPI frame-
work, which can take into account the structure of the underlying problem. We show
that this approach has a lower sample complexity and better generalization capabilities.

Following up, in Chapter 4 we investigate the SPI in settings where the behavior pol-
icy is unknown. We show that using an estimate of the behavior policy, we can also get
safe policy improvement guarantees.

In Chapter 5 we focus on the online setting. We investigate how an RL agent can learn
by interacting with the environment without violating the safety constraints.

To conclude, Chapter 6 provides a discussion of the main results of the thesis and
pointers for future work. To help the reader the thesis includes lists of notations and
acronyms in Appendices A and B.
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BACKGROUND

In this chapter, we review the framework used for sequential decision making under un-
certainty. We describe how to model such problems and how to represent their solu-
tions. Then, we present algorithms to solve them in settings with a known model. We
also discuss how to solve these problems when the model is unknown and learning from
experiences is necessary. Finally, we discuss the safety challenges in learning without
the model.

2.1. MARKOV DECISION PROCESSES
The Markov Decision Process (MDP; Puterman, 1994) is a mathematical framework com-
monly used to model the interaction between an agent and its environment (Figure 2.1).
Denoting the simplex set by P (Y), which indicate the set of probability distributions
over the finite set Y, we define an MDP M by a tuple 〈 S,A,P ,R,γ,µ, H 〉, where:

• S is a discrete set of states of the world,

• A is a discrete set of actions the agent can execute,

• P : S×A → P (S) is a transition function that describes how the environment
evolves, so P (s′ | s, a) is the probability of moving to s′ ∈ S after executing action
a ∈A in state s ∈ S,

• R : S×A→ [R⊥,R⊤] is a reward function, so R(s, a) indicates the reward obtained
after executing action a ∈A in state s ∈ S,

• γ ∈ [0,1] is a discount factor that captures the agent’s preference for immediate
rewards over future rewards,

• µ ∈ P (S) is a distribution over initial states, so µ(s) is the probability of the inter-
action between the agent and the environment start on state s ∈ S , and

• H ∈N∪ {∞ } is the horizon that indicates the number of times the agent interacts
with the environment.

11
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Figure 2.1: Interaction between an agent and the environment described by an MDP.

Figure 2.1 shows how an agent interacts with its environment. Given the current
state of the environment, the agent chooses an action to execute. Then, the environment
changes to a new state according to the transition function. Finally, the agent observes
the new state and the reward obtained from the last interaction. This interaction repeats
until a termination criterion is met.

A solution for an MDP describes how the agent chooses the actions to be executed
in each interaction with the environment, and we call it a policy. In this section, we will
focus on infinite-horizon MDPs with the expected total discounted reward optimality
criterion, that is, we assume H = ∞ and γ < 1.1 In this case, the optimal solution can
be Markovian and stationary, meaning the decision at a given state is independent of
the states visited previously in any time step and does not change over time. Although
a deterministic policy is enough to represent the optimal policy for this setting, we will
consider randomized policies, which facilitates the exposition of this thesis. We define a
stationary randomized policy as a mapping from states to a distribution over actions:

π : S→P (A).

This way, when the environment is on a state s ∈ S, an agent following policy π(s) ∈
P (A) will execute action a ∈ A with probability π(a | s). We use π(s) = a to indicate a

deterministic policy π : S → A, that is, a policy that puts all the probability mass on a
single action π(a | s) = 1. We denote the set of policies by Π.

An optimal policy maximizes the expected return, defined by the the expected sum of
discounted rewards:

V (π,M ) = E
S0∼µ,

St∼P (·|St−1,At ),
At∼π(·|St )

[ ∞∑
t=0

γt R(St , At )

]
,

where the random variables St and At are distributed according to the policy π and the
dynamics of the MDP M .

We can define the expected value of following a policy π starting from state s as fol-
lows (Puterman, 1994):

V π(s) =
∑

a∈A
π(a | s)Qπ(s, a),

1We refer to Puterman (1994) and Mausam and Kolobov (2012) for alternative settings.
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Algorithm 1 Value Iteration.

Input: MDP M = 〈 S,A,P ,R,γ,µ, H 〉
Input: ϵ : a precision parameter

1: V0(s) = 0, ∀s ∈ S
2: i = 0
3: repeat
4: i ← i +1
5: Vi (s) ← maxa∈A

[
R(s, a)+∑

s′∈SγP (s′ | s, a)Vi−1(s′)
]

, ∀s ∈ S
6: until |Vi (s)−Vi−1(s)| < ϵ, ∀s ∈ S
7: π(s) ← arg maxa∈A

[
R(s, a)+∑

s′∈SγP (s′ | s, a)Vi (s′)
]

, ∀s ∈ S
8: return π

where, Qπ(s, a) is the value of taking an action a on state s, assuming we keep following
the policy π:

Qπ(s, a) = R(s, a)+
∑

s′∈S
γP (s′ | s, a)V π(s′).

Intuitively, the function Qπ is the immediate reward plus the discounted value of each
future state weighted by the probability of reaching that state.

Given the value V of each state, we can compute the value of a policy π on the
MDP M based on the initial state distribution µ:

V (π,M ) =
∑
s∈S

µ(s)V π(s).

The optimal solution for an MDP can be represented by a deterministic stationary
Markov policy π∗ whose value, denoted here by V ∗, dominates the value of any other
policy π in all states of the MDP (Puterman, 1994):

V ∗(s) ≥V π(s), ∀s ∈ S.

Now, given the optimal value function V ∗, we can extract the optimal policy π∗:

π∗(s) ∈ arg max
a∈A

[
R(s, a)+

∑
s′∈S

γP (s′ | s, a)V ∗(s′)

]
, ∀s ∈ S.

One way to compute an optimal policy for an MDP is to estimate the optimal value
function V ∗. We can accomplish that using the value iteration algorithm (Algorithm 1).
This algorithm starts with an arbitrary estimate of the value function (Line 1). Then, it
iteratively refines this estimate to make it approach the optimal value function by suc-
cessively applying the Bellman backup operator (Line 5). This process stops when the
value functions of two consecutive iterations are sufficiently close (Line 6).

The MDP framework is highly general and can represent a heterogeneous set of ap-
plications (Feinberg and Shwartz, 2002). However, specifying such models can be chal-
lenging when the state space is too large. In the next section, we present a framework
that facilitates this task, in which neither the states, transition function, or reward func-
tion are built explicitly (Sabbadin et al., 2020).
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2.2. FACTORED MARKOV DECISION PROCESSES
A Factored Markov Decision Process (FMDP; Boutilier et al., 1995) is a model that com-
pactly describes the state spaceSof an MDPs with a set of state variablesX= { X1, · · · , Xn },
and each variable X might assume a value x from its domain dom(X ). We define the do-
main of a set of variables ∆ ⊆ X as the Cartesian product of their respective domains
dom(∆) =×X∈∆dom(X ). Then, we can define the state space of the MDP as the domain
of the set of state variables: S = dom(X). Two assumptions are commonly made that
allow us to compactly represent the transition function using a Dynamic Bayesian Net-
work (DBN; Dean and Kanazawa, 1989).

First, the outcome of each variable is independent of the outcome of the remaining
variables:

P (s′ | s, a) =
∏

X∈X
P (s′[X ] | s, a),

where s[∆] ∈ dom(∆) denotes the value of the variables ∆ ⊆ X on the state s ∈ S2 and
P (x | s, a) is the probability of observing x ∈ dom(X ) conditioned on the state action pair
(s, a) ∈ S×A.

Second, the dynamics of a state variable X ∈X for a given action a ∈A depend only
on its parents, a subset of the variables Paa(X ) ⊆ X. For example, on Figure 2.2a the
parents of the state variable X2 are X1 and X2 as indicated by the highlighted arrows
leading to X ′

2. In this way, the probability distribution of each variable X ∈ X can be
conditioned only on Paa(X ), instead of the the complete state s:

P (x | s, a) = P (x | s[Paa(X )], a), ∀x ∈ dom(X ).

We can use a Conditional Probability Table (CPT) to represent this probability distribu-
tion, as Figure 2.2b exemplifies.

These assumptions yield a compact representation of the transition function:

P (s′ | s, a) =
∏

X∈X
P (s′[X ] | s[Paa(X )], a). (2.1)

We denote the support of transition components that describe an FMDP by

Q =
{

(X , a,x) ∈X×A×
⋃
∆∈2X

dom(∆)

∣∣∣∣∣ x ∈ dom(Paa(X ))

}
, (2.2)

where 2X the power set of the set of state variables X. The size of Q denotes the number
of transition components that must be estimated by a factored RL algorithm. We also
define Ds,a ⊆Q as the relevant transition components of a state-action pair (s, a) ∈ S×A:

Ds,a = { (X , a,x) ∈Q | x = s[Paa(X )] } , ∀s, a ∈ S×A. (2.3)

We may notice that different states may have transition components in common. This is
what allows a compact representation of the transition function.

2We use the brackets to emphasize that given a state s, we are interested in the values of a subset of the state
variables in s. In favor of clarity, we omit the set notation of singletons, so s[X ] = s[{ X }] : ∀X ∈X.
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Figure 2.2: A FMDP with 3 state variables.

Denoting Nn = {1, . . . ,n }, ∀n ∈ N, we can also succinctly represent the reward func-
tion by the sum of R local functions (Degris et al., 2008), respectively:

R(s, a) =
∑

i∈NR

Ri (s[∆i ], a),

where Ri is the i -th local reward function that depends for the features ∆i ⊆ X. Intu-
itively, these local function only only depends a subset of the state variables as shown in
the following example.

Example 1 (An FMDP represented by a DBN.). Figure 2.2 shows an FMDP with 3 bi-
nary state variables { X1, X2, X3 } and a single local reward function. For an action a ∈A, it
shows the dependencies between state variables represented by a DBN, where the first layer
contains the state variables of the current time step t , while the second contains the state
variables of the next time step t +1 (Figure 2.2a). The figure also shows the future proba-
bility distribution of the state variable X2 represented by a CPT which is only conditioned
on the current values of the parents X1 and X2 (Figure 2.2b), and the local reward function
that is independent of the state variable X1 (Figure 2.2c).

While the size of each CPT is exponential on the number of parents, typically, the par-
ents of a state variable and action pair are only a subset of the state variables, ensuring
the size of the CPT remains small (Oliehoek et al., 2008). Representing the problem with
smaller CPTs can help an expert define the problem since, in this framework, it is not
necessary to enumerate all the combinations of state variables values (Sabbadin et al.,
2020). Moreover, different tools and languages can be used to specify FMDPs (Mausam
and Kolobov, 2012; Sanner, 2010; Younes and Littman, 2004). This representation also
facilitates the development of planning algorithms that exploit these problems’ struc-
ture to solve large MDPs efficiently. For instance, symbolic probabilistic planners use
decision diagrams to represent the value function and policy (Boutilier et al., 1999; Feng
and Hansen, 2002; Hansen, 2021; Hoey et al., 1999). This structure has also been ex-
ploited to develop heuristics for tree search algorithms (Geißer and Speck, 2018), to com-
pute reactive policies for problems with continuous state variables (Bueno et al., 2019),
and to generate abstractions that reduce the computational cost of the planning algo-
rithms (Chitnis et al., 2020; Dearden and Boutilier, 1997).
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Due to their expressiveness, FMDPs have been used in several applications, for in-
stance, an intelligent assistant that helps maintain a safe operation of a power plant
and (Reyes et al., 2009), a hydroelectric reservoir system that regulates the water flow
in a dam (Reyes et al., 2015), and in recommender systems that identifies the topic of a
user’s session (Tavakol and Brefeld, 2014).

Besides benefiting planning algorithms, this structure can also be exploited by agents
learning the model of the environment, as we discuss in Section 2.4.

2.3. CONSTRAINED MARKOV DECISION PROCESSES
The MDP framework is primarily designed for problems with a single reward function.
However, many problems have multiple objectives that are not easily combined into a
single scalar (Roijers et al., 2013). For instance, it is not easy to define a signal that
combines efficiency and safety. Consider the case of an autonomous robot that must
navigate the surface of Mars without any accidents (Moldovan and Abbeel, 2012). To in-
crease the expressiveness of this model, one may consider constraining some of these
objectives, such that the agent still aims to maximize the main objective but still keeps
the remaining objectives bounded. This approach allows practitioners to directly spec-
ify the desired behavior of the agent (Kamran et al., 2022; Roy et al., 2021). Therefore, in
this setting, the agent’s goal is to find the policy with the highest return among those that
respect the constraints. These problems are usually modeled by a Constrained Markov
Decision Process (CMDP; Altman, 1999).

A CMDP is defined by a tuple M = 〈 S,A,P ,R,γ,µ, H ,C , ĉ 〉 where most elements are
the same as in an MDP except for

• C : S×A→ [C⊥,C⊤] that is a cost function, and

• ĉ ∈Rwhich is an upper bound on the expected accumulated cost.

Although we present CMDPs with a single cost function in favor of clarity, this model can
easily be extended to problems with multiple cost functions.

In this section, we will focus on problems with a finite horizon (H <∞) and no dis-
count (γ = 1). This way the optimal behavior might be different depending on how far
it is from the end of the episode, so we consider a policy indexed by the current time
step π : S×NH →P (A).

A policy π induces a state-action occupancy yt (s, a) = µt (s)π(a | s, t ), where µt (s) is
the occupancy of the state s at time step t :

µt (s) =
{
µ(s) if t = 1,∑

s◦,a◦∈S×A yt−1(s◦, a◦)P (s | s◦, a◦) otherwise.

An optimal policy π∗ for a CMDP maximizes the expected accumulated reward and
has an expected accumulated cost lower than the upper bound ĉ:

max
π

V π
R (µ) =

∑
s∈S

µ(s)V π
R (s,1) = Eπ

[ ∑
t∈NH

Rt |µ
]

s. t. V π
C (µ) =

∑
s∈S

µ(s)V π
C (s,1) = Eπ

[ ∑
t∈NH

Ct |µ
]
≤ ĉ,



2.3. CONSTRAINED MARKOV DECISION PROCESSES

2

17

s00 s10 s20

s01 s11 s21

a,b
p

1−
p

a
r = 1
c = 1

b

a,b

p

1−p a c = 1

b r = 1

Figure 2.3: A CMDP with 6 states and two actions A= { a,b }. Costs and rewards with value 0 are omitted as well
as the probability of deterministic transitions.

where Rt and Ct are random variables indicating the reward and cost the agent receives
at time step t , respectively. The expected cost of following a policy π starting from state s
at time step t can be computed according to its occupancy measure y as follows:

V π
C (s, t ) =

∑
s,a,k∈S×A×{ t ,··· ,H }

yk (s, a)C (s, a).

The expected value V π
R (s, t ) is defined similarly replacing the cost function C by the re-

ward function R.

Example 2 (The optimal policy for a CMDP). Consider the CMDP from Figure 2.3. In
state s11 action b has no cost and gives a reward of 1, so the optimal policy always assigns
π(b | s11) = 1, which maximizes the reward and does not incur any cost. This way, all
the cost would come from the state s10: so we have V π

C (µ) = pπ(a | s10). Since only action
a gives a reward in state s10, the problem reduces to maxπ(a | s10) s. t. pπ(a | s10) ≤ ĉ.
For p ≤ ĉ the constraint cannot be violated, so the solution is π(a | s10) = 1 which gives
highest expected reward. For p > ĉ we can reformulate the constraint, obtaining π(a |
s10) ≤ ĉ

p . Since our objective is to maximize π(a | s10), we find that the optimal policy for

this problem is π∗(a | s10) = ĉ
p .

The following Linear Program (LP) solves a CMDP (Altman, 1999):

max
∑

s,a,t∈S×A×NH

yt (s, a)R(s, a) s. t. C1–C6. (LP1)

∑
s,a,t∈S×A×NH

yt (s, a)C (s, a) ≤ ĉ. (C1)

yt (s, a) ≥ 0 ∀s, a, t ∈ S×A×NH . (C2)

yt (s, a) =
∑

s′∈S
xt (s, a, s′) ∀s, a, t ∈ S×A×NH . (C3)∑

s◦,a◦∈S×A
xt−1(s◦, a◦, s) =

∑
a∈A

yt (s, a) ∀s, t ∈ S×NH \{1} . (C4)∑
a∈A

y1(s, a) = µ(s) ∀s ∈ S. (C5)

xt (s, a, s′) = P (s′ |s, a)yt (s, a) ∀s, a, s′, t ∈ S×A×S×NH . (C6)
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In LP1, C1 bounds the expected cost, C2 ensures the occupancy measure is positve,
C3 shows the linear relation between y and x, C4 controls the inflow and outflow of each
state at each time step, C5 is the initial state distribution and C6 ensures the flow respects
the transition function. A solution for LP1 induces an optimal stochastic policy

π(a | s, t ) = yt (s, a)∑
a′∈A yt (s, a′)

∀s, a, t ∈ S×A×NH . (2.4)

We refer to de Nijs et al. (2021) for a comprehensive discussion of the optimization of
CMDPs.

2.4. REINFORCEMENT LEARNING
Reinforcement Learning (RL; Sutton and Barto, 2018) is a research area concerned with
sequential decision making where the dynamics of the environment are unknown. In-
tuitively, it considers an agent interacting with an environment that can be modeled as
an MDP but without access to the transition and reward functions. In general, the agent
must learn to optimize its long-term return by interacting with the environment. This
raises a fundamental challenge in RL, the exploration-exploitation trade-off. Let us as-
sume an agent already has performed some interactions with the environment and it has
found a reasonable policy. Now it faces the question, should it explore new areas of the
environment in the hope of learning more and finding even better policies, or should it
exploit the current knowledge and keep executing the best policy it has at hand.

Numerous exploration strategies have been proposed to ensure the RL agent even-
tually finds an optimal policy (Amin et al., 2021; Tijsma et al., 2016). For instance, a Q-
learning agent might perform random exploration, such that, with a small probability, it
executes a uniformly random action; otherwise, it executes a greedy action with respect
to its current knowledge (Watkins, 1989).

Typically, the performance of RL algorithms is evaluated by two metrics (Li, 2012):

i. the sample complexity, related to the number of interactions the agent requires to
find an approximately optimal policy, and

ii. the regret, the difference between the performances of the policy executed and the
optimal policy.

The exploration strategy and performance of an RL algorithm are tightly connected
to how the agent computes its policy and the representations it uses. Overall, there are
two main approaches to update the policy: model-based and model-free (Sutton and
Barto, 2018, Chapter 8). In short, a model-based algorithm creates an estimate of the
MDP, which is used to compute the policy through planning, while a model-free ap-
proach computes the policy directly from the experiences with the environment.

Although model-based RL has a computational cost higher than model-free RL, both
in terms of memory, since it stores the model, as in terms of processing, since it includes
a planning phase, it provides many benefits that may offset these drawbacks (Moerland
et al., 2021, Section 7). For instance, it provides good data efficiency requiring a limited
number of interactions with the environment to find a near-optimal policy (Brafman and
Tennenholtz, 2002; Kearns and Singh, 2002). It also allows an agent to transfer knowledge
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from a source task to a similar target task, for instance, through the transition estimate
when only the reward function changes (Atkeson and Santamaría, 1997), or by reusing
experiences from the source task to estimate the model of the target task (Taylor et al.,
2008). Furthermore, such a strategy can also provide some generalization capabilities,
for example, allowing an agent to make predictions of unseen states and recover from
unexplored regions of the environment (Ponnambalam et al., 2021).

In the following sections, we will see how we can estimate the model of the environ-
ment and how this estimate can guide exploration. Later chapters further explore the
data efficiency of model-based approaches and exemplify other benefits, such as relia-
bility and safety.

2.4.1. MODEL LEARNING
In this section, we review methods to estimate the transition function of an MDP from
experiences, focusing on how they can exploit the structure of the environment. In
the follow-up section, we will see how these methods can be used to develop sample-
efficient RL algorithms.

One way to estimate such models is using the Knows What It Knows (KWIK; Li et al.,
2011) framework, developed to help active agents stay aware of under-explored parts of
the environment. A KWIK learner must only return ϵ-accurate predictions with high
probability 1 − δ, otherwise it should return “I do not know” (⊘). However, a KWIK
learner can only return ⊘ a limited number of times bounded by a function polynomial
in the parameters of the problem. We say an algorithm is KWIK-admissible if it satisfies
such requirements.

This way, a KWIK learner can be used by model-based RL algorithms to learn the
transition function of a flat MDP or the transition components of an FMDP. Further-
more, this framework is particularly suitable to model-based RL since it explicitly indi-
cates the epistemic uncertainty of the model, that is, the lack of knowledge about certain
parts of the environment (Hüllermeier and Waegeman, 2021). In other words, a KWIK
learner provides the means to learn the dynamics of the environment and is able to in-
dicate which regions of the state space can be further explored.

When queried for the transition function of a state-action s, a a KWIK algorithm K

returns the estimated distribution or ⊘ depending if s, a is known or not:

K (s, a) =
{

P̂ (· | s, a) if (s, a) ∈K
⊘ otherwise,

where K ⊆ S×A is the set of known state-action pairs and P̂ (· | s, a) is the Maximum
Likelihood Estimate (MLE) of the transition function of the state action pair s, a ∈ S×A.

In the remainder of this section, we describe how to defineK and P̂ (· | s, a) depending
on the structure of the problem and the available prior knowledge.

LEARNING (FLAT ) MDPS

To estimate the transition of a flat MDP, we must keep track of two types of counters:

• η(s, a): number of times action a ∈A was executed on state s ∈ S, and
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• η(s, a, s′): number of times state s′ ∈ S was observed after executing action a ∈ A
on state s ∈ S.

Then, the MLE of the transition function is defined as:

P̂ (s′ | s, a) = η(s, a, s′)
η(s, a)

, ∀s, a, s′ ∈ S×A×S. (2.5)

In this case a KWIK learn algorithm defines the set of known state-action pairs as
follows:

Km = {
(s, a) ∈ S×A

∣∣ η(s, a) ≥ m
}

, (2.6)

where m is a minimum number of observations to consider the state-action pair (s, a)
as known, defined according to the required precision ϵ and the expected level of confi-
dence 1−δ.

LEARNING FACTORED MDPS

To estimate the dynamics of an FMDP, we will first consider the case where the structure
is given, that is, we know the parents of each state variable and action pairs Paa(X ). We
start showing how to estimate the dynamics of individual components and later show
how to combine them to estimate the full transition function.

We use two types of counters to estimate the CPT of a variable X ∈X and action a ∈A:

• η(x, a): number of times action a ∈ A was executed on a state s ∈ S where the
parents of X were on the configuration x ∈ dom(Paa(X )), that is s[Paa(X )] = x, and

• η(x, a, x ′): number of times a state s′ ∈ S for which the value of X is x ′ ∈ dom(X )
was observed after action a ∈A was executed on a state s ∈ S where the parents of
X have the configuration x ∈ dom(Paa(X )), that is, s′[X ] = x ′ and s[Paa(X )] = x.

Using these counters we can estimate the distribution of each entry of the CPT:

P̂ (x ′ | x, a) = η(x, a, x ′)
η(x, a)

, ∀(x ′,x) ∈ dom(X )×dom(Paa(X )). (2.7)

Now, we can define a KWIK algorithm K X ,a that learns the distribution of a compo-
nent of the FMDP related to the variable-action pair (X , a) ∈X×A. Given a state s ∈ S,
depending on the counter η(s[Paa(X )], a), this algorithm returns the estimated distribu-
tion or ⊘:

K m
X ,a(s) =

{⊘ if η(s[Paa(X )], a) < m,

P̂ (· | s[Paa(X ), a]), otherwise,

where m is defined according to the precision and confidence level required.
Next we need to define a way to estimate the transition function of the MDP. With

that purpose, we define a new KWIK algorithm that uses a subalgorithm K X ,a for each
variable-action pair (X , a) ∈ X×A. This algorithm only considers a state-action pair
(s, a) ∈ S×A as known, if all the subalgorithms related to the action a consider s known:

Km⃗ =
{

(s, a) ∈ S×A
∣∣∣ K

m⃗i
Xi ,a(s) ̸=⊘,∀Xi ∈X

}
. (2.8)
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Finally, replacing each transition component from Equation 2.1 by the respective es-
timate, we obtain a new estimate of the known components of the transition function:

P̂ (s′ | s, a) =
∏

X∈X
P̂ (s′[X ] | s[Paa(X )], a), ∀s, a, s′ ∈Km⃗ ×S. (2.9)

Similar to the KWIK algorithm for flat MDPs, when queried for the transition func-
tion of a state-action s, a ∈ S×A the KWIK algorithm of an FMDP returns the estimated
distribution or ⊘ depending if s, a is known or not:

K (s, a) =
{

P̂ (· | s, a) if (s, a) ∈K
⊘ otherwise.

In the next section, we present algorithms that can be used when the structure of the
problem is unknown.

STRUCTURE LEARNING

When the structure is unknown the subalgorithm K X ,a needs to initially search for the
set of parents Paa(X ). This problem has been extensively studied (Chakraborty and
Stone, 2011; Degris et al., 2006; Diuk et al., 2009; Strehl et al., 2007). Here we present
two structure learning algorithms with KWIK guarantees.

Given a maximum in-degree d , which bounds the size of the set of parents Paa(X ),
these algorithms need to choose a candidate from CX

d that contains the true set of par-

ents, where CX
d is the collection of subsets of X of size d . For example, Figure 2.4 shows

the set of possible parents for a given state variable and action. Given the maximum
in-degree d , the structure learning algorithm can consider only the candidates to the
respective column of the diagram.

The Structure Learning (SL) algorithm (Strehl et al., 2007) relies on the fact that the
probability distribution of the variable X and action a is independent of non-parents
given the true parents. To choose the set of parents the SL algorithm estimates the dis-
tribution for each pair of candidates (∆i ,∆ j ) ∈ CX

d ×CX
d . Given a state s and action a, this

algorithm chooses ∆i as parents if two conditions are met:

i. it has collected enough samples of the realizations of ∆i , a and all the other candi-
dates were in the same configuration as in state s:

η(s[∆i ∪∆ j ], a) ≥ m, ∀∆ j ∈ CX
d \ {∆i } , and (2.10)

ii. the distribution estimate of all pairs of candidates that include ∆i are similar, that
is, the distribution divergence between different pairs that include ∆i is smaller
than a given ϵ1:∥∥P̂ (· | s[∆i ∪∆ j ], a)− P̂ (· | s[∆i ∪∆k ], a)

∥∥
1 ≤ ϵ1, ∀ j ,k ̸= i . (2.11)

In this way, given a state-action pair s, a, the SL algorithm returns the probability distri-
bution of X if there is a candidate ∆i that satisfies (denoted by |=) both conditions:

K X ,a(s) =
{⊘ if Ø∆i ∈ CX

d s.t. ∆i |= (2.10) and ∆i |= (2.11),

P̂ (· | s[∆i ∪∆ j ], a) where j ̸= i , otherwise.
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Figure 2.4: Set of candidate parents for an arbitrary state variable and action, grouped by size.

The k-meteorologists algorithm (Diuk et al., 2009) makes the same assumptions as
the SL algorithm and initializes the set of tracked candidates Cand with CX

d . However, it
relies on a different fact to find the best candidate: the squared error of the distribution
function computed according to a candidate containing the true parents is smaller than
the one computed without the true parents.

Given a transition sample (s, a, s′) ∈ S×A×S, the squared error of the set of parents
∆⊆X is given by

e = (1− P̂ (s′[X ] | s[∆], a))2.

Therefore, this algorithm keeps track of the accumulated squared error for each pair of
candidate parents and their number of mismatches ci , j . After two candidates have dis-
agreed enough times (ci , j ≥ c), the k-meteorologists algorithm discards the one with the
largest accumulated error. When asked for the distribution of variable Xi for a given
state-action pair, the k-meteorologists algorithm returns the average of the probability
distribution of the remaining candidates (Cand), if they are confident in the distribu-
tion (η(s[∆i ], a) ≥ m) and if they agree on such:∥∥P̂ (· | s[∆i ], a)− P̂ (· | s[∆ j ], a)

∥∥
1 < ϵ1, ∀∆i ,∆ j ∈ Cand×Cand;

otherwise, it returns ⊘.
Both the SL and k-meteorologists algorithms can estimate the FMDP’s transition

function following the scheme from Equations 2.8 and 2.9 to combine the estimate of
all the state variables. In the next section, we describe RL agents that use the algorithms
from this section to explore the environment effectively.

2.4.2. MODEL-BASED EXPLORATION
Sophisticated exploration strategies can reduce the number of interactions necessary to
find an optimal policy. For instance, the R-max algorithm (Brafman and Tennenholtz,
2002) is a model-based RL algorithm that incentivizes the agent to visit under-explored
parts of the environment to find an accurate estimate of the transition function quickly.
The R-max, proposed for flat representations, has been adapted for different classes of
MDPs (Guestrin et al., 2003).

Algorithm 2 shows a generalization of the R-max algorithm coupled with a KWIK al-
gorithm to estimate the transition function and keep track of the set of state-action pairs
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Algorithm 2 KWIK-R-max (Li et al., 2011).

Input: K : a KWIK algorithm with precision ϵ and confidence δ.
1: for s, a ∈ S×A do
2: Initialize K (s, a)
3: Rtotal(s, a) ← 0
4: η(s, a) ← 0
5: end for
6: for t ∈ 1,2, · · · do
▷ Update the empirical MDP M̂

7: for s, a ∈ S×A do
8: if K (s, a) =⊘ then

9: P̂ (s′ | s, a) ←
{

1 if s′ = s

0 othewise
: ∀s′ ∈ S

10: R̂(s, a) ← R⊤
11: else
12: P̂ (· | s, a) ←K (s, a)
13: R̂(s, a) ← Rtotal(s,a)

η(s,a)
14: end if
15: end for

▷ Compute new policy.
16: π← Value Iteration(M̂ )

▷ Interact with environment.
17: Observe the current state of the environment st
18: Execute action at ∼π(· | st )
19: Observe reward rt and new state of the environment st+1

▷ Update counters.
20: η(st , at ) ← η(st , at )+1
21: Rtotal(st , at ) ← Rtotal(st , at )+ rt
22: Present st+1 to algorithm K (st , at )
23: end for

that are still considered unknown (Li et al., 2011). This KWIK algorithm must be cho-
sen according to the class of the underlying MDP. The overall strategy of this algorithm
is to incentivize the agent to visit states that can reduce the parametric uncertainty of
the model. Therefore, it computes a policy (Line 16) using an augmented version of
the estimated MDP M̂ assuming that unknown state-action pairs provide high reward
(Line 10). This way, the agent may visit such state-action pairs, improving the estimate
of the respective transition function (Line 22). Although we describe this algorithm with
an explicit estimate of the reward function, this task could also be executed by a KWIK
algorithm.

R-max has a sample complexity polynomial in the number of states, which means
exponential in the number of state variables. Factored RL algorithms can have a sam-
ple complexity that scales only polynomially in the number of parameters of the FMDP
(Guestrin et al., 2002; Kearns and Koller, 1999; Strehl, 2007). That is, an RL agent that
knows the structure of its environment dynamics can take less sub-optimal actions. R-
max’s extensions also have been proposed for FMDPs with different assumptions regard-
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Figure 2.5: Types of reinforcement learning algorithms (adapted from Levine et al., 2020).

ing the prior knowledge about the structure of the DBN. As we have seen in Section 2.4.1,
Strehl et al. (2007) and Diuk et al. (2009) consider settings where the structure is un-
known, assuming a bound on the number of parents. Chakraborty and Stone (2011) also
consider settings where the structure is unknown, assuming the MDP is ergodic, also
called a uni-chain MDP (Gattami et al., 2021), where all states are reachable from any
state following any policy.

There are also more refined exploration methods based on the model estimate. For
instance, the agent might choose optimistically from a set Σ of probable MDPs (Auer
and Ortner, 2006; Jaksch et al., 2010; Strehl and Littman, 2008). This method is similar
to solving bounded-parameter Markov decision processes optimistically (Givan et al.,
2000). Since the size of Σ is inversely proportional to the visits counter, the incentive
to visit each state varies according to the number of times the state has been visited.
Jonsson and Barto (2007) propose an exploration strategy to learn the DBN structure of
the FMDPs based on the local entropy gain of each action.

2.4.3. FROM ONLINE TO OFFLINE
We can categorize RL algorithms according to how they use the experiences (transitions
or trajectories) collected to update the policy (Levine et al., 2020).

• On-policy algorithms update the policy immediately after each experience is col-
lected. This way, the policy is always adjusted using data collected following the
current policy. An example is the SARSA algorithm (Rummery and Niranjan, 1994).

• Off-policy algorithms store the experiences and update the policy in the future. In
this setting, the data used to update the current policy may have been collected
from a different policy, which can increase the variance of the algorithm. An ex-
ample is the Q-learning algorithm (Watkins, 1989).

• Offline algorithms are designed for settings where the agent does not have direct
interactions with the environment. In particular, the agent only has access to ex-
periences collected by a behavior policy. An example is the Fitted Q Iteration algo-
rithm (Ernst et al., 2005).

Figure 2.5 shows the schematics of each category. In Figure 2.5a, after a few episodes,
the agent uses the trajectories collected to update the policy. In Figure 2.5b, the agent
stores the trajectories in a buffer, which is used to update the policy, effectively allowing
the agent to use older trajectories to update the current policy. Finally, in Figure 2.5c, a
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Figure 2.6: Trajectories generated by a policy, inducing a distribution of returns (adapted from Munos, 2018).

buffer of trajectories D is collected using a behavior policy πb , which is fed to the agent.
Then, the agent must compute a new policy without getting feedback from the environ-
ment. After the agent finishes, the new policy is deployed in the environment.

Both on-policy and off-policy algorithms can be considered online since the agent
eventually receives some feedback from the environment in both cases. The model-
based algorithms described in the previous section may be considered off-policy since
the model’s estimate works as a buffer of experiences.

We could use an off-policy algorithm directly on the offline setting; however, an op-
timistic approach, such as the one used by the R-max algorithm, could return a policy
inadequate for the offline setting that would direct the agent to unknown parts of the
environment. Another challenge in the offline setting is the overestimation of the values
in parts of the problem that have not been seen enough, which can be propagated, caus-
ing a large variance in the performance of the algorithms (Fujimoto et al., 2019; Jin et al.,
2021). We will investigate this issue further in Chapters 3 and 4.

2.5. SAFE RL
In RL, the concept of safety has been used extensively. It may refer to the most intuitive
idea of avoiding undesirable outcomes, but it can also refer to how reliable the policy
executed by the agent is (García and Fernández, 2015; Pecka and Svoboda, 2014). In the
following sections, we discuss both directions from the perspective of this thesis.

2.5.1. ALTERNATIVE CRITERIA
Traditionally, RL optimizes the expected return. However, this criterion neglects other
attributes on the return distribution, such as the variance and the worst case. To account
for these aspects, we can use alternative criteria that make the policy more reliable and
stable.

RL agents must handle two sources of uncertainty (Clements et al., 2019; Rigter et al.,
2021). For each, there are different criteria that lead to more reliable performance.

i. The aleatoric uncertainty is related to the inherent randomness of the environ-
ment. This means a policy may generate different trajectories, which induces a
distribution of returns, see Figure 2.6 for an example. A high return variance im-
plies a larger risky so a risk-averse agent might prefer policies with lower variance
in the return distribution (Gosavi, 2009). Another option is to bound the tail of the
return distribution, which can be formalized with the conditional value-at-risk cri-
terion (Chow et al., 2018a; Yang et al., 2021, 2022).
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Probable MDPs

Policy

Nature
Worst-case MDP

Figure 2.7: Pessimistic perspective of an RL agent with epistemic uncertainty. The agent has a set of probable
MDP and assumes nature will choose the worst.

ii. The epistemic uncertainty is related to the agent’s lack of knowledge about the dy-
namics of the environment, in other words, the model uncertainty (Sharma et al.,
2019). As the agent interacts with the environment and collects new observations,
the epistemic uncertainty can be reduced. One may imagine that the epistemic
uncertainty induces a set of probable environments Σ (Figure 2.7). In this case, a
conservative agent might prefer a robust policy, assuming that nature will choose
the worst environment from Σ (Lim et al., 2016; Wiesemann et al., 2013).

The epistemic uncertainty is an inherent issue in the offline setting (Figure 2.5c).
Since the agent only has access to a fixed dataset of past trajectories, it is only able to
reduce its epistemic uncertainty to a limited degree. This limitation makes it challenging
to ensure a policy computed offline will have a reasonable performance when deployed.
Such lack of confidence could prevent decision makers from effectively deploying a pol-
icy proposed by an offline RL algorithm. Fortunately, an emergent area of RL is develop-
ing reliable agents guaranteed to return policies with reasonable performance (Thomas
et al., 2015b).

There are two main strategies to handle these issues (Jin et al., 2021):

S.i. constraining the new policy to stay close to the policy that collected the data, and

S.ii. penalizing actions that appear less frequently in the dataset.

In Chapters 3 and 4, we focus on the first strategy (S.i.), considering the reliability of
the offline algorithms with respect to the behavior policy πb . In particular, we will con-
sider the setting where both the experiences with the environment D and the behavior
policy πb are available to compute a new policy π′. We will investigate how to ensure the
new policy π′ does not underperform compared to πb .

Another way to compute a policy more reliable is to define constraints explicitly, for
instance, using CMDPs (Section 2.3). This model allows us to impose constraints on the
behavior of the agent through the cost function. When the components of the CMDP
are unknown (Geibel, 2006), we call it the Constrained Reinforcement Learning (CRL)
problem. Since the policy with the highest expected return may violate the constraints,
the agent may also need to sacrifice some of its performance to achieve safe behavior,
meaning this method changes the optimality criterion. This problem has also been in-
vestigated from the safe exploration perspective, where the cost function is interpreted
as a safety signal, for instance, indicating that the agent entered an unsafe state (Calvo-
Fullana et al., 2021), as we discuss in the next section.
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2.5.2. SAFE EXPLORATION
In certain applications, physical constraints must be taken into account. For instance,
while controlling a robotic arm, we must avoid overheating. These constraints can cre-
ate challenges around interacting directly with the environment in an online setting
since the only way a vanilla RL observes the effects of a particular policy is by execut-
ing it. Therefore, to avoid violating the safety constraints, one often must use some prior
knowledge, which allows the agent to infer if a specific policy is safe or not.

Such prior knowledge can take multiple forms. An agent learning from demonstra-
tions gets early access to promising and safe trajectories, which reduces the time ran-
domly exploring the environment and the risks involved in doing so (Argall et al., 2009;
Ravichandar et al., 2020). The advice from a teacher can provide a set of safe actions for
the agent to choose from or correct the actions taken by the agent (Alshiekh et al., 2018;
Jansen et al., 2020). The agent can use an initial safe policy to collect trajectories until
it is confident enough to deploy a new policy (Berkenkamp et al., 2017) or, as a fallback
mechanism, in case the agent visits unexpected states (Mao et al., 2019).

In Chapter 5, we consider the setting where knowledge about the safety dynamics is
provided, so the agent can evaluate the safety of a policy and avoid violating the safety
constraints in a CMDP (Section 2.3). In this setting, we consider a policy with an ex-
pected cost larger than ĉ unsafe. Our goal is to ensure that, at any episode, the policy
executed does not violate the cost-bound.

2.6. SUMMARY
This chapter presents a short introduction to data-driven sequential decision making
from a probabilistic planning perspective using a model-based approach. We refer to
Mausam and Kolobov (2012) for alternative probabilistic planning algorithms and Sut-
ton and Barto (2018) for a comparison between model-based and model-free in rein-
forcement learning. Finally, García and Fernández (2015) extensively discuss the differ-
ent perspectives on safe reinforcement learning.





3
SAFE POLICY IMPROVEMENT IN

FACTORED ENVIRONMENTS

In this chapter, we investigate how safe policy improvement (SPI) algorithms can exploit
the structure of factored Markov decision processes. To facilitate the application of re-
inforcement learning in the real world, SPI provides probabilistic guarantees that policy
changes in a running process will improve the performance of this process. However, most
SPI algorithms require large amounts of historical data to become confident enough to
change the policy. Factored reinforcement learning, on the other hand, makes good use of
the data provided. These algorithms achieve better sample complexity by exploiting inde-
pendence between features of the environment, but they lack improvement guarantees.

We propose a factored SPI algorithm that improves the sample efficiency of the safe policy
improvement with baseline bootstrapping algorithm by exploiting the factored structure
of the environment. Our first result is a theoretical bound that is linear in the number
of parameters of the factored representation instead of the number of states. The empir-
ical analysis shows that our method can improve the policy using a number of samples
potentially one order of magnitude smaller than the flat counterpart.

This algorithm requires prior knowledge of the underlying structure, therefore, to over-
come this limitation, we enhance it with different structure learning methods. In well-
factorized domains, the new algorithms need fewer samples to improve the policy com-
pared to a flat SPI algorithm, demonstrating a sample complexity closer to the factored
SPI algorithm that knows the structure. This indicates that the combination of factored
SPI and structure learning algorithms is a promising solution to real world problems in-
volving many variables.

This chapter is based on papers presented at AAAI-19 and IJCAI-19 (Simão and Spaan, 2019a,b). An extended
abstract appeared at the IJCAI-19 Doctoral Consortium (Simão, 2019).

29



3

30 3. SAFE POLICY IMPROVEMENT IN FACTORED ENVIRONMENTS

As discussed in Sections 1.3 and 2.5, Safe Reinforcement Learning (SRL) aims to mit-
igate undesirable effects of RL algorithms (García and Fernández, 2015). In this chapter,
we consider the safety of offline RL algorithms and investigate how to make them more
reliable. In particular, we focus on the reliability of these algorithms compared to the
policy used to collect the data. Concerning Research Question 1 on which class can facil-
itate the development of SRL, we constrain the problem to a Factored Markov Decision
Process (FMDP). This allows us to address Research Question 2 regarding the amount
of data these algorithms require and Research Question 3 on dealing with datasets that
have low coverage of the problem.

In Chapter 2, we saw that Reinforcement Learning (RL; Sutton and Barto, 2018) is
a framework for sequential decision-making and most RL research focuses on the on-
line setting, where the RL agent interacts directly with the environment and can learn
from the feedback it gets (Mnih et al., 2015; van Seijen et al., 2017). Nevertheless, learn-
ing from historical data can help bring RL to the real-world (Dulac-Arnold et al., 2021).
While the online setting might be the most efficient in simulations and in uni-device
system control such as drones or complex industrial flow optimization, many real world
tasks involve a distributed architecture. We may cite a few: demand-supply balance in
energy systems with distributed generation (Vázquez-Canteli and Nagy, 2019), choice of
medication in health-care (Liu et al., 2020), caching in communication networks (Qian
et al., 2019), and authentication of mobile devices in wireless networks (Liu et al., 2017;
Uprety and Rawat, 2021). These tasks entail a high parallelization of the trajectory col-
lection and strict communication constraints both in bandwidth and privacy (Féraud
et al., 2019). Therefore, rather than spending a small amount of computation after col-
lecting each sample/trajectory, it is more practical to collect a dataset using a behavior
policy and then train a new policy from it. This setting is known as batch RL (Lange et al.,
2012; Xie and Jiang, 2020), offline RL (Levine et al., 2020), fixed-dataset policy optimiza-
tion (Buckman et al., 2021), and batch policy optimization (Xiao et al., 2021b).

3.1. SAFETY IN OFFLINE REINFORCEMENT LEARNING
In the offline RL setting, the agent only has access to historical data collected with a
behavior policy πb , which might be unknown, as we will see in Chapter 4. In other words,
the agent does not interact directly with the environment (Section 2.4.3). In this setting,
there are two major tasks:

• off-policy evaluation, where, given a batch of past experiences, the RL agent must
estimate the performance of a candidate policy π, and

• policy optimization, where, given a batch of past experiences, the RL agent must
compute a candidate policy π.

Both these tasks have risks. In policy evaluation, we might overestimate the candidate’s
performance, while in policy optimization, we might compute a candidate with low per-
formance. In these two scenarios, the system’s performance could decrease compared
to the performance during data collection. Therefore, it is essential to ensure that π
outperforms the behavior policy πb ; otherwise, one would prefer to keep executing the
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behavior policy πb to avoid such risks. From a reliability perspective, each of these tasks
imposes different challenges.

For the off-policy evaluation problem, it is necessary to have confidence in the es-
timated performance, considering the random nature of the previous experiences. Dif-
ferent methods have been proposed to improve the confidence in off-policy evaluation
algorithms using flat and factored representations of the problem (Hallak et al., 2015;
Thomas et al., 2015a).

For the policy optimization task, the RL algorithm must compute a new policy at least
as good as the behavior policy, and if it has a high probability of returning an improved
policy, this algorithm is considered safe (Cohen et al., 2018; Laroche et al., 2019; Petrik
et al., 2016; Thomas et al., 2015b). This problem is called Safe Policy Improvement (SPI;
Thomas et al., 2015b), and it will be the focus of this chapter.

However, a major challenge for SPI algorithms is that they rely on flat representa-
tions, which limits their scalability. In particular, when a set of features describe the
state space, the number of states grows exponentially in the number of features (Sec-
tion 2.2). In this case, the number of samples necessary to estimate the model or the
performance of a policy precisely might be prohibitive, making the application of flat
algorithms infeasible.

As we observed in Section 2.4.2, factored reinforcement learning can exploit inde-
pendence present in the environment and generalize past experiences to new states,
which allows an online agent to reduce the number of non-optimal actions it takes (De-
gris et al., 2006; Ross and Pineau, 2008; Strehl et al., 2007). However, such algorithms
have been proposed for online RL settings that ignore safety and in which an agent can
explore freely, often following the optimism in the face of uncertainty principle (Munos,
2014), which guides exploration towards less-visited parts of the environment. Unfor-
tunately, this strategy is not compatible with the offline setting since the agent does not
get any feedback from the environment to reduce its epistemic uncertainty. This chapter
aims to bridge the gap between safe and factored RL algorithms following a pessimism
in the face of uncertainty principle (Buckman et al., 2021; Jin et al., 2021; Rashidinejad
et al., 2021).

The first contribution of this chapter is a factored SPI algorithm that uses a factored
representation to estimate the dynamics of the environment, assuming that the struc-
ture of the problem is known a priori. We prove that by exploiting independence be-
tween state variables, our safe RL better estimates the environment dynamics and re-
quires fewer samples to improve the behavior policy. These results are demonstrated
empirically in three experiments with different domains and behavior policies. A high-
light of this algorithm is its capability to improve even when the behavior policy is deter-
ministic, which is a substantial limitation of previous SPI algorithms.

Nevertheless, this factored approach assumes that the local structure is known a pri-
ori, which might be impractical. For instance, in applications with many variables, it
is difficult for an expert to provide the exact structure of the problem. Therefore, it is
necessary to investigate how to relax this assumption without resorting to flat represen-
tations to maintain a good sample complexity. We aim to develop SPI algorithms that
are sample efficient even when the structure of the FMDP is unknown.

The problem of learning the structure has already been investigated from different
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perspectives. For example, algorithms have been proposed to improve exploration effi-
ciency in the online setting (Diuk et al., 2009; Strehl et al., 2007). However, these meth-
ods do not consider the safety of the learning agent also following the optimism in the
face of uncertainty, which is highly undesirable in a safe RL setting. Furthermore, off-
policy evaluation algorithms also have been coupled with structure learning algorithms
to reach higher accuracy (Hallak et al., 2015), but this approach does not indicate how
the candidate policy is computed.

Our second contribution addresses safety in environments with an unknown struc-
ture. We propose an SPI framework that can use different structure learning algorithms
to estimate the dynamics of the environment. We provide two algorithms that instantiate
the new SPI framework using different structure learning algorithms and prove that they
have safety guarantees. Our experiments compare these algorithms to the SPI algorithm
that has access to the structure of the problem (Section 3.3) and to an SPI algorithm that
ignores the underlying structure (Laroche et al., 2019). They show that, depending on
the structure learning algorithm and how well the problem can be factorized, this frame-
work can yield algorithms with performance competitive to an algorithm that knows the
structure.

Chapter Structure. First, we formalize the SPI problem and review previous algorithms
dealing with it (Section 3.2). Then, we present the new SPI algorithm for environments
with known factored dynamics, proving that this method is safe, and provide an empir-
ical evaluation of the new algorithm (Section 3.3). Next, we investigate the SPI problem
on factored environments with an unknown structure (Section 3.4). To conclude the
chapter, we describe a realistic case study that used these algorithms (Section 3.5) and
present some final remarks (Section 3.6).

3.2. SAFE POLICY IMPROVEMENT
This section reviews the offline policy optimization problem and state-of-the-art meth-
ods to solve it, which will be extended in the follow-up sections to factored MDPs.

3.2.1. RELIABLE OFFLINE RL: AN OVERVIEW

Classically, offline RL algorithms apply dynamic programming on the samples in the
dataset (Ernst et al., 2005; Lagoudakis and Parr, 2003). Laroche et al. (2019) showed that
in finite-state MDPs, all these algorithms converge to the same policy: the one that is
optimal in the MDP with the maximum likelihood given the batch of data. Petrik et al.
(2016) show that this policy is approximately optimal to the order of the inverse square
root of the minimal state-action pairs count in the dataset. Unfortunately, Laroche et al.
(2019) show that, even on small tasks, this minimal amount is almost always zero, and
that, as a consequence, it gravely impairs the reliability of the approach: naive dynamic
programming on the batch may return policies that perform terribly in the real environ-
ment. If a poor-performing policy were executed in distributed architectures such as the
ones mentioned above, the consequences would be disastrous as it would jeopardize a
high number of systems or even lives.

Several attempts have been made to design reliable offline RL algorithms, starting
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with robust MDPs (Iyengar, 2005; Nilim and El Ghaoui, 2005), which considers the set
of plausible MDPs Σ given the dataset, also called the uncertainty set or robust MDP.
Overall, these methods search for the policy for which the minimal performance over
Σ is maximal. However, this approach traditionally tends to return overly conservative
policies (Russel and Petrik, 2019).

Xu and Mannor (2009) considered robust regret over the optimal policy: the algo-
rithm searches for a policy that minimizes the maximal gap with respect to the optimal
performance in every MDP of the uncertainty setΣ. However, they proved that even eval-
uating the robust optimal regret for a fixed policy is already NP-complete with respect to
the state and action sets’ size and the uncertainty constraints in Σ.

Later, Petrik et al. (2016) considered the regret with respect to the behavior policy per-
formance over the uncertainty set Σ. The behavior policy is called baseline in this con-
text. Similarly, they proved that simply evaluating the robust baseline regret is already
NP-complete. Concurrently, they also proposed the Reward-adjusted MDP (RaMDP)
algorithm following a strategy that penalizes less-visited state-action pairs (S.ii., Sec-
tion 2.5.1), although without theoretical guarantees. In this algorithm, the immediate
reward for each transition in the dataset is penalized by the inverse square root of the
number of samples in the dataset that have the same state and action as the transition
under consideration.

Recently, Laroche et al. (2019) proposed Safe Policy Improvement with Baseline Boot-
strapping (SPIBB), the first tractable algorithm with approximate policy improvement
guarantees. Its principle consists in guaranteeing safe policy improvement by constrain-
ing the trained policy as follows: it has to reproduce the baseline policy in the uncer-
tain state-action pairs. This chapter follows this research track, developing SPIBB algo-
rithms for FMDPs (Simão and Spaan, 2019a,b). Nadjahi et al. (2019) proposed Safe Pol-
icy Improvement with Soft Baseline Bootstrapping (Soft-SPIBB), which further improves
SPIBB’s empirical performance by adopting soft constraints. Note that this thread of re-
search is distinct from online safe policy iteration, such as (Kakade and Langford, 2002;
Papini et al., 2017; Pirotta et al., 2013; Schulman et al., 2015, 2017), because the online
setting allows them to perform more conservative updates.

High Confidence Policy Improvement (HCPI; Mandel et al., 2014; Paduraru, 2013;
Thomas et al., 2015b) is another theoretically-grounded and tractable family of frequen-
tist algorithms that rely on importance sampling estimates of the trained policy per-
formance. The algorithm by Mandel et al. (2014), based on concentration inequalities,
tends to be conservative and requires hyper-parameter optimization. The algorithms by
Thomas et al. (2015a) rely on the assumption that the importance sampling estimate is
normally distributed, which is false when the number of trajectories is small. The al-
gorithm by Paduraru (2013) is based on bias-corrected and accelerated bootstrap and
tends to be too optimistic. In contrast to the robust approaches, from robust MDPs to
Soft-SPIBB, HCPI may be readily applied to infinite MDPs with guarantees. However,
it is well known that the importance sampling estimates have high variance, exponen-
tial with the horizon of the MDP. The SPIBB algorithm has a linear horizon dependency,
given a fixed known maximal value and the common horizon/discount factor equiva-
lence: H = 1

1−γ (Kocsis and Szepesvári, 2006). Soft-SPIBB suffers a cubic upper bound,
but the empirical results indicate a linear dependency.
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Nadjahi et al. (2019) performed a benchmark on randomly generated finite MDPs,
baselines, and datasets. They report that the SPIBB and Soft-SPIBB algorithms are sig-
nificantly the most reliable, tying with RaMDP as the highest average performing algo-
rithms. Additionally, they perform a benchmark on a task with continuous state space,
where the SPIBB and Soft-SPIBB algorithms significantly outperform RaMDP (Petrik et al.,
2016) and Double-DQN (van Hasselt et al., 2016) both in reliability and average perfor-
mance. Soft-SPIBB particularly shines in the continuous state experiments, which we
revisit in Chapter 4.

3.2.2. OPTIMIZATION CRITERION

SPI addresses the question of how to compute a new policy π that outperforms the be-
havior policy πb with high confidence 1−δ, given a batch of previous interactions D and
an admissible error ζ. Before formalizing the safety criterion used in this chapter we
present a few definitions.

An episode τ is a sequence of interactions between the agent following a policy π
and the environment represented by [st , at ,rt , st+1, · · · ] where at ∼ π(· | st ) is the action
executed in the state st , rt = R(st , at ) is the reward obtained and st+1 ∼ P (· | st , at ) is the
state observed afterwards. A dataset of previous experiences is represented by a set of N
episodes D = {τi | i ∈NN }, collected following a behavior policy πb .

Let M̂ be the maximum likelihood estimate of the underlying MDP built according
to the past experiences D (Section 2.4.1). Let e : S×A→R be an arbitrary error function,
such that e(s, a) represents the uncertainty over the parameters of the estimated transi-
tion function P̂ (· | s, a). The uncertainty set Σ(M̂ ,e) is the set of MDPs with transition
function P ′, such that the L1 distance between P ′(· | s, a) and P̂ (· | s, a) is smaller than
e(s, a) for every state-action pair, that is

∥∥P̂ (· | s, a)−P ′(· | s, a)
∥∥

1 ≤ e(s, a) ∀(s, a) ∈ S×A.

Intuitively, we must define the error function e wide enough such that Σ(M̂ ,e) includes
the true MDP with high probability 1−δ.

Laroche et al. (2019) proposed the SPIBB criterion, which is defined only over the
maximum likelihood estimate of the MDP M̂ and is easier to solve. According to this
criterion, an RL algorithm is considered safe if, given a confidence level δ and a level of
precision ζ, it has a high probability 1−δ of returning a policy that is ζ-approximate as
good as the behavior policy πb on all MDPs in Σ(M̂ ,e):

max
π∈Π

V (π,M̂ )

s. t. V (π,M ′) ≥V (πb ,M ′)−ζ ∀M ′ ∈Σ(M̂ ,e).
(3.1)

Note that an algorithm that always returns the behavior policy is considered safe accord-
ing to this criterion. This line of work is motivated by situations where it is risky to apply
a new policy, such as when the policy updates are infrequent, and any change in the
behavior policy would represent a firm commitment.
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Algorithm 3Πb-SPIBB.

Input: Previous experiences D

Input: Parameters ϵ,δ
Input: Behavior policy πb

Output: Safe Policy
1: Estimate P̂ ▷ Equation 2.5
2: Compute Bm =Km ▷ Equation 2.6
3: Compute Πb ▷ Equation 3.2
4: return argmaxπ∈Πb

V (π,M̂ )

3.2.3. SPI WITH BASELINE BOOTSTRAPPING ALGORITHMS
The SPIBB framework is a model-based approach that guarantees safety by bootstrap-
ping unknown parts of the approximated model with the behavior policy πb (Laroche
et al., 2019). Formally, the set of bootstrapped state-action pairs Bm is the complement
of Km (Equation 2.6). This way, the SPIBB algorithms guarantee to perform at least as
well as the behavior policy and does not rely on a safety test, in contrast to other SPI
algorithms.

The SPIBB algorithm has two variants that bootstrap the behavior policy in differ-
ent ways. The value-based algorithm uses the estimated performance of the elements
of Bm during the planning phase and if a state-action pair from Bm is used during exe-
cution, control is returned to the behavior policy. The policy-based Πb-SPIBB algorithm
attributes the same probability to bootstrapped pairs as the behavior policy, which re-
stricts the policy space to

Πb = {π ∈Π |π(a | s) =πb(a | s) : ∀(s, a) ∈Bm } . (3.2)

Laroche et al. (2019) proved that if

m = 2

ϵ2 log
|S||A|2|S|

δ
, (3.3)

then the Πb-SPIBB algorithm is safe, where ϵ is a bound on the L1 distance between
the estimated transition function and the true transition function, that depends on the
precision parameter ζ. We now recall the safe policy improvement guaranteed by the
algorithm Πb-SPIBB from Laroche et al. (2019).

Theorem 1 (Safe policy improvement with baseline bootstrapping by (Laroche et al.,
2019)). Let π⊙ be an optimal policy constrained to Πb in the MLE-MDP M̂ . Then, π⊙

is a ζ-approximate safe policy improvement over the baseline πb with high probability
1−δ, where:

ζ=
4ϵVmax

1−γ −V (π⊙,M̂ )+V (πb ,M̂ ).

Algorithm 3 gives a brief description of the Πb-SPIBB approach. The Π≤b-SPIBB al-
gorithm is a variation of theΠb-SPIBB algorithm where the constrained space of policies
is defined as follows:

Π≤b = {π ∈Π |π(a | s) ≤πb(a | s) : ∀(s, a) ∈Bm } . (3.4)
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In this case, it is possible to reduce the probability attributed to bootstrapped actions if
other actions that have already been sampled enough times have a better performance.

In their experimental analysis, Laroche et al. (2019) used a stochastic baseline policy
with softmax exploration over the optimal value function. As expected, the Πb-SPIBB
algorithm displayed a safe behavior. Although the Π≤b-SPIBB algorithm has not been
proven to be safe (in contrast to the Πb-SPIBB algorithm), the experimental analysis
showed that it could also have a safe behavior.

Since theΠb-SPIBB andΠ≤b-SPIBB algorithms can change the policy in only a subset
of the state-action pairs, they were demonstrated to be less conservative than other SPI
algorithms. Nevertheless, when a set of factors describes the problem, the state space
grows exponentially in the number of factors, which implies exponential growth in the
amount of data m (Equation 3.3) required to change a policy. The following section
shows that, by taking into account the independence between state variables, it is pos-
sible to exploit the factored representation of the problem using a minimum number of
samples that is only polynomial in the number of parameters of the FMDP.

3.3. FACTORED SPI WITH KNOWN STRUCTURE

This section shows how to adapt the SPIBB methodology to environments with fac-
tored dynamics, assuming that the dependence between the factors is known a priori,
although the distribution of each factor is unknown. First, we describe how the first two
steps of the policy-based SPIBB algorithm can be adapted to this setting. Next, we prove
that this algorithm is safe.

3.3.1. FACTORED POLICY-BASED SPIBB

Algorithm 4 presents the Factored Πb-SPIBB algorithm, an adaptation of Πb-SPIBB al-
gorithm for factored environments. Note that this algorithm takes an extra input: the
dependency function Pa used to determine which transition components must be esti-
mated (Q).

First, the algorithm estimates each transition component according to D using the
same counters as the factored R-max algorithm (Guestrin et al., 2002). The set of state-
action pairs to be bootstrapped Bm⃗ is the complement of the set of known state-action
pairs Km⃗ (Equation 2.8). In the next section, we show how each value in m⃗ must be
defined to ensure the safety of this algorithm. Given Bm⃗ and the behavior policy πb ,
the constrained policy space Πb is computed using Equation 3.2. Finally, the algorithm
searches for an optimal policy in Πb , however, in this case the transition function P̂ (· |
s, a) is estimated according to the estimate of each transition component (Equation 2.9).

Replacing Equation 3.2 by Equation 3.4 in Algorithm 4, we obtain the Factored Π≤b-
SPIBB algorithm, the factored version of the Π≤b-SPIBB algorithm. As we mentioned
before, Laroche et al. (2019) also proposed a value-based SPIBB algorithm. However,
developing an effective factored version of this method would require a factored repre-
sentation of the value function, which is typically not compactly factorized.
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Algorithm 4 Factored Πb-SPIBB.

Input: Previous experiences D

Input: Parameters ϵ,δ
Input: Behavior policy πb

Input: Dependency function Pa
Output: Safe Policy

1: Estimate P̂ (· | x, a),∀(X , a,x) ∈Q ▷ Equation 2.7
2: Compute Bm⃗ =Km⃗ ▷ Equation 2.8
3: Compute Πb ▷ Equation 3.2
4: return argmaxπ∈Πb

V (π,M̂ )

3.3.2. BENEFITS OF A FACTORED REPRESENTATION

There are two main benefits of exploiting factored representation in the safe RL setting
that we are considering: reduced sample complexity and being able to generalize better
from deterministic behavior policies. We detail both advantages below.

First, similar to the R-max algorithm (Brafman and Tennenholtz, 2002), these algo-
rithms enumerate the set of states to define Bm⃗ and compute a new policy. However, we
would like to point out that the primary goal of the new factored SPI algorithms is to im-
prove the precision of the estimated transition function, which allows these algorithms
to become less conservative. Example 3 illustrates this point.

Example 3. Consider the problem of controlling the temperature of three rooms, with
temperatures T1, T2 and T3. Because the first room only shares a wall with the second
room, the next value of T1 is conditionally independent of T3 given T1 and T2. To esti-
mate the future value of T1 given T1 = v1, T2 = v2 and T3 = v3, all past experiences where
T1 = v1 and T2 = v2 can be used, regardless of the temperature of T3. This way, using a
factored representation, a safe RL algorithm would need fewer samples to change how it
controls the temperature of the first room since it has a better estimate of the environment
dynamics.

Second, we would like to point out that by using a factored representation, the fac-
tored SPI algorithms may choose an action a in a state s even if η(s, a) = 0, a typical case
when the behavior policy is deterministic. In this case, a flat algorithm would never exe-
cute a in s. Therefore, the application of flat SPI algorithms is limited since they are not
able to increase the probability of a if πb(a | s) = 0. Example 4 clarify this property, and
we demonstrate this feature in an experiment with a deterministic behavior policy.

Example 4. Consider the dataset of past trajectories was collected following a determin-
istic behavior policy that always executes a’ ̸= a in the state s. In this case, η(s,a) = 0 and
a flat SPI algorithm would always return a policy π where π(a’ | s) = 1 and π(a | s) = 0.
The generalization capabilities of a factored representation can deal with this limitation:
the agent can estimate the transition components of each state variable X ∈X using past
experiences where action a was executed in other states s’ ∈ S \ {s } where s’[Paa(X )] =
s[Paa(X )]. Using the estimate of each component the agent can estimate the distribution
over the successor states P̂ (· | s,a) and, eventually, choose to execute a in s.
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Factored representations may also help to tackle the off-policy policy evaluation prob-
lem. High Confidence Off-Policy Evaluation (HCOPE) is a model-free method based on
importance sampling that estimates a candidate policy’s performance with a given con-
fidence level (Thomas et al., 2015a). From a model-based perspective, Hallak et al. (2015)
showed that using a factored representation to estimate the model, one can find accurate
estimates of the performance of a target policy. Thomas et al. (2015b) proposed a model-
free approach for the SPI problem. It divides the dataset in two partitions Dtrain and
Dtest. Using Dtrain, this algorithm computes a new policy and, to ensure safety, it checks
with the HCOPE test if the new policy is safe using Dtest, following a cross-validation
approach. If the computed policy is not considered safe, it indicates that no improved
policy was found, in which case the RL agent could keep executing the behavior policy.
Following a similar strategy, the method proposed by Hallak et al. (2015) could be used
to exploit the factored dynamics.

3.3.3. THEORETICAL ANALYSIS
In this section, we show that given the admissible error parameter ζ, the Factored Πb-
SPIBB algorithm satisfies the SPIBB safety criterion (Equation 3.1).

First, we show that the error of the transition function is bounded with high prob-
ability in all state-action pairs that are not bootstrapped by the Factored Πb-SPIBB al-
gorithm. With Corollary 1 by Strehl (2007) we can bound the L1 distance between the
estimated transition function computed by the product of a set of components and the
actual transition function, given that the error of each component is bounded.

Lemma 1 (Corollary 1 by Strehl (2007)). Let M be any FMDP. Suppose that for each tran-
sition component P (· | x, a) we have an estimate P̂ (· | x, a) such that∥∥P (· | x, a)− P̂ (· | x, a)

∥∥
1 ≤

ϵ

|X| .

Then, for all state action pairs ∥∥P (· | s, a)− P̂ (· | s, a)
∥∥

1 ≤ ϵ.

Next, we redefine Proposition 3 by Laroche et al. (2019) for the case where the tran-
sition function is estimated according to the estimate of each transition component
(Equation 2.9).

Proposition 1. Consider an environment modeled by a semi-MDP M (Sutton et al., 1999)
and the empirical semi-MDP M̂ estimated from a dataset D. If in every state s where
option oa

1 may be initiated, s ∈ Ia , we have that for all relevant components (X , a,x) ∈
Ds,a (Equation 2.3) √

2|X|2
η(x, a)

log
|Q|2|dom(X )|

δ
≤ ϵ, (3.5)

then holds that

Pr(
∥∥P (· | s, a)− P̂ (· | s, a)

∥∥
1 ≥ ϵ) ≤ δ, ∀(s, a) ∉Bm⃗ .

1Option oa is the counterpart of the original action a in the semi-MDP.
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Proof. Using Weissman et al. (2003)’s Theorem 2.1, for each transition component (X , a,x) ∈
Q (Equation 2.2), we may write:

Pr
(∥∥P (· | x, a)− P̂ (· | x, a)

∥∥
1 ≥ ϵ̃

)
≤(2|dom(X )|−2)exp

(
−η(x, a)ϵ̃2

2

)
.

(3.6)

This equation bounds the error of each transition function component. To use Lemma 1,
we set ϵ̃= ϵ

|X| and rewrite Equation 3.6 as

Pr

(∥∥P (· | x, a)− P̂ (· | x, a)
∥∥

1 ≥
ϵ

|X|

)
≤(2|dom(X )|−2)exp

(
−η(x, a)ϵ2

2|X|2
)

≤2|dom(X )| exp

(
−η(x, a)

2|X|2
2|X|2
η(x, a)

log
|Q|2|dom(X )|

δ

)

=2|dom(X )| exp

(
− log

|Q|2|dom(X )|

δ

)

=2|dom(X )| exp

(
log

δ

|Q|2|dom(X )|

)
=2|dom(X )| δ

|Q|2|dom(X )|

= δ

|Q| .

(3.7)

Given a bound on the probability of each component being inaccurate, we can now
bound the probability that there exists a state-action pair whose transition distribution
is inaccurate. In the following derivation (a) comes from Lemma 1, (b) is an application
of the union bound over all components in Q and (c) comes from (Equation 3.7).

Pr
(∥∥P (· | s, a)− P̂ (· | s, a)

∥∥
1 ≥ ϵ

)
(a)
= Pr

( ⋃
(X ,a,x)∈Q

∥∥P (· | x, a)− P̂ (· | x, a)
∥∥

1 ≥
ϵ

|X|

)
(b)
≤

|Q|∑
i=1

Pr

(∥∥P (· | x, a)− P̂ (· | x, a)
∥∥

1 ≥
ϵ

|X|

)
(c)
≤

|Q|∑
i=1

δ

|Q|
=δ,

(3.8)

which concludes our proof.

Now, to ensure that the conditions for Proposition 1 hold, we can set the minimum

number of observations for each component to mi = 2|X|2
ϵ2 log |Q|2|dom(X )|

δ , which is derived
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from Equation 3.5 by isolating η(x, a). This guarantees that all components relevant for
non-bootstrapped state-action pairs were experienced enough times, such that the er-
ror of the transition function of these state-action pairs is smaller than ϵ. This way, we
can use Proposition 1 to replace Proposition 3 in the proof of Theorem 3 (Laroche et al.,
2019).

Theorem 2. (Safe Policy Improvement of the Factored Πb-SPIBB Algorithm). Let Πb be
the set of policies under the constraint of following πb in every bootstrapped state-action
pair (s, a) ∈ Bm⃗ . Then, given the dependency function Pa of the underlying FMDP, the
policy π⊙ computed by the Factored Πb-SPIBB algorithm, is at least a ζ-approximate safe
policy improvement over πb with high probability 1−δ, with

ζ= 4ϵVmax

(1−γ)
−V (π⊙,M̂ )+V (πb ,M̂ ).

Proof. The proof is similar to that of Theorem 3 (Laroche et al., 2019).

These results show that it is possible to bound the probability that the Factored Πb-
SPIBB algorithm computes a policy worse than the behavior policy. The main difference
with the original Πb-SPIBB algorithm is the way we bound the error of the transition
function. Given a desired ϵ, the term |A||S| is replaced by |Q| and |S| is now reduced
to |dom(X )|. This comes at the lower cost of adding a term polynomial in the num-
ber of variables |X|2 (necessary to bound the error of each component distribution). In
domains where the features are highly independent of each other, these results can sig-
nificantly reduce the number of samples necessary to improve the behavior policy, as
demonstrated in the empirical analysis.

3.3.4. EMPIRICAL ANALYSIS
We evaluate the proposed factored approaches for the SPI problem focusing on their
sample efficiency and generalization capability. All algorithms use a flat representation
to estimate the transition function, as in theΠb-SPIBB algorithm, and flat Value Iteration
with a discount factor of 0.99 to compute the new policy. We assume that the reward
function is known in all algorithms.

We evaluate the Πb-SPIBB and Factored Πb-SPIBB algorithms and their respective
relaxations Π≤b-SPIBB and Factored Π≤b-SPIBB. We compare these results with two ba-
sic model-based RL algorithms that simply estimate the underlying model and compute
a greedy policy according to this estimate. The first, called Basic Flat RL, uses a flat rep-
resentation and the second, called Basic Factored RL, uses a factored representation.

EXPERIMENTAL SETUP

We use two domains with known independence between features:

i. the Taxi domain (Dietterich, 1998) that has 4 conditionally independent features,
500 states, 6 actions, and a horizon of 200 steps; and

ii. the SysAdmin domain with 8 machines in a bidirectional ring topology (Guestrin
et al., 2003) that has 256 states, 9 actions, and a 40 steps horizon.
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Our analysis uses three metrics:

i. the performance of the policies computed;

ii. the size of the set of bootstrapped state-action pairs; and

iii. the distribution error of P̂ , defined as the average of the L1 distance between the
estimated transition function and the true transition function.

The first two experiments have a setup similar to the empirical evaluation of the
SPIBB methodology (Laroche et al., 2019). A baseline policy πb is computed using soft-
max exploration over the optimal value function of each state-action pair (temperature 2
for the Taxi domain and 3 for the SysAdmin domain). Next, a batch of past experiences D

is generated following the behavior policy πb . Note that D is composed of a set of trajec-
tories, therefore |D| denotes the number of trajectories in D. Then, each algorithm uses
the historical data D and the behavior policy πb to compute a new policy π′. Finally, the
policies computed are evaluated by averaging the returns of 1000 simulations.

The third experiment uses the same instance of the SysAdmin domain but with a de-
terministic behavior policy that always executes the action with the second-highest ex-
pected value. This way, there is space for improvement in every state. Note that because
the policy is deterministic, this experiment requires the agent to be able to generalize its
past experiences to new states.

We performed a parameter search in each domain to choose the minimum value for
m and mi that maintains the safety of the algorithm. For the Taxi domain we set m = 10
and mi = 20 for 0 < i < |X|. In the case of the SysAdmin problem we set m = 50 and
mi = 10 for 0 < i < |X|.

EXPERIMENTAL RESULTS

Figure 3.1 shows the results obtained. Each column presents a different experiment and
each row presents a different metric. The first row shows the average performance of the
policies computed over 1000 repetitions and the 1st percentile of these values, which lets
us assess the safety of each method. On the second and third rows we omit the results
of Basic Flat RL, Basic Factored RL, Π≤b-SPIBB, Factored Π≤b-SPIBB that are equal to
Πb-SPIBB and Factored Πb-SPIBB respectively or do not apply. Note that solid (dotted)
lines are used for algorithms that use a flat (factored) representation, and dashed lines
are used for the baseline policy. We highlight that the experiments with different batch
sizes are independent of each other, that is, the trajectories collected where |D| = x are
not related to the trajectories collected where |D| < x.

EXPERIMENTS WITH A STOCHASTIC POLICY

In the Taxi experiment (Figure 3.1, first column), we notice that although the unsafe al-
gorithms (Basic Flat RL and Basic Factored RL) can improve their performance quickly,
they obtain policies worse than the behavior policy when the batch contains only a few
trajectories, precisely what safe reinforcement learning tries to avoid. All the other algo-
rithms are shown to be safe as expected.

The main result of this work is the difference in the number of samples necessary
to change the behavior policy of flat SPI algorithms and their factored counterparts. The
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Figure 3.1: In every plot the x-axis shows the number of trajectories in the batch. Each column shows the
results of a different experiment: Taxi with softmax policy (left), SysAdmin with softmax policy (middle) and
SysAdmin with deterministic policy (right). The rows present: i) the average performance of the computed
policy (top), ii) the number of bootstrapped state-action pairs (middle), and iii) the average distribution error
of the estimated transition function (bottom).

FactoredΠb-SPIBB algorithm manages to compute policies better than the behavior pol-
icy given batches with only 20 trajectories, in contrast to the Πb-SPIBB algorithm, that
only shows improvement when |D| ≥ 50. As already demonstrated, the Π≤b-SPIBB algo-
rithm can be less conservative (Laroche et al., 2019), and is able to find better improve-
ments when |D| = 50, while its factored version (Factored Π≤b-SPIBB) is even less con-
servative finding improvements when |D| = 5 and already getting close to the optimal
policy when |D| = 50. To provide a more precise measure of these differences, Table 3.1
shows the results when |D| = 50.

When comparing the number of bootstrapped state-action pairs by each algorithm
(Figure 3.1, second row) and the performance of the policy computed, we see a strong
correlation between them. Namely, a smaller number of bootstrapped state-action pairs
results in higher performance. The quicker reduction of the distribution error (Figure 3.1,
third row) shows why the Factored SPIBB algorithm can bootstrap from fewer state-
action pairs; this is a clear result of the generalization capacity of factored representa-
tions.

In the SysAdmin with softmax policy experiment (Figure 3.1, second column) the
results are similar, although the differences between (Factored)Πb-SPIBB and (Factored)
Π≤b-SPIBB algorithms are much larger than in the first experiment. We also notice that
for the factored algorithms |B| drops quickly between |D| = 20 and |D| = 200 when these
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Algorithm Mean 1st percentile

Baseline Value -25.91 -27.09
Basic RL -16.43 -27.24
Basic Factored RL 5.56 -4.71
Πb-SPIBB -24.36 -26.54
Factored Πb-SPIBB -5.94 -9.72
Π≤b-SPIBB -16.60 -19.70
Factored Π≤b-SPIBB -1.08 -4.32

Table 3.1: Performance of policies computed when |D| = 50.

algorithms stop bootstrapping and achieve the same performance as Basic Factored RL.

EXPERIMENTS WITH A DETERMINISTIC POLICY.
Finally, in the SysAdmin with deterministic behavior policy experiment (Figure 3.1, third
column), the factored algorithms are the only ones that manage to improve the behavior
policy. As expected, none of the flat algorithms can find a policy better than the behav-
ior policy, given that the behavior policy is deterministic. We notice that the distribution
error of the flat representation only drops slightly while for the factored representation
it drops to an average of 0.5, which is enough to let the factored algorithms stop boot-
strapping some of the state-action pairs.

3.4. STRUCTURE LEARNING FOR SAFE POLICY IMPROVEMENT
In the previous section, we showed that the Πb-SPIBB framework can be extended to
factored environments. Algorithm 4 shows an overview of the Factored Πb-SPIBB algo-
rithm. Note that this algorithm takes as input the structure of the DBN, represented by
the set of parents of each variable-action pair. The main enhancement of this algorithm
is a reduction in the number of samples required to stop bootstrapping a state-action
pair.

The Factored Πb-SPIBB algorithm assumes that the structure of the FMDP is known
a priori, a strong assumption that frequently is not satisfied. In this section, we propose a
more general version of the Factored SPIBB framework for problems where the structure
of the problem is unknown.

In this section, we consider a setting where the maximum in-degree d of the un-
derlying FMDP is known. We use the KWIK algorithms designed to learn the structure
of the problem as described in Section 2.4.1. We start with an overview of how to cou-
ple structure learning algorithms with the SPIBB framework, followed by theoretical and
empirical analyses of the new framework.

3.4.1. THE ALGORITHM

Structure Learning Πb-SPIBB keeps track of the distribution of each transition com-
ponent using a separate subalgorithm K Xi ,a , for each state-variable and action pair
(Xi , a) ∈ X×A. The subalgorithms used by this framework can be borrowed from the
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Algorithm 5 Structure Learning Πb-SPIBB

Input: Previous experiences D

Input: Parameters ϵ,δ
Input: Behavior policy πb

Input: Subalgorithms K

Output: Safe Policy
1: for all (Xi , a) ∈X×A do
2: Initialize K Xi ,a with ϵ

|X| and δ
|X||A|

3: Present {(s, a′, s′) ∈D | a′ = a } to K Xi ,a

4: end for
5: B=;
6: for all (s, a) ∈ S×A do
7: if ∃Xi ∈X : K Xi ,a(s) =⊘ then
8: B=B∪ { (s, a) }
9: P̂ (s′ | s, a) = 0,∀s′ ∈ S

10: else
11: Pi =K Xi ,a(s),∀Xi ∈X
12: P̂ (s′ | s, a) =∏

Xi∈X Pi (s′[Xi ]),∀s′ ∈ S ▷ Equation 2.1
13: end if
14: end for
15: Compute Πb according to B ▷ Equation 3.2
16: return argmaxπ∈Πb

V (π,M̂ )

factored RL literature (Section 2.4.1). Algorithm 5 presents an overview of the new frame-
work. Different from the original SPIBB algorithm (Algorithm 3), this framework takes as
input a class of subalgorithms K that must be chosen according to the prior knowledge
available. Note that if the given subalgorithm knows the underlying structure, this algo-
rithm would be equal to the Factored Πb-SPIBB algorithm.

First, Algorithm 5 instantiates one subalgorithm for each variable-action pair and
presents the relevant transitions from the batch of previous experiences D to it (lines 1-
4). Next, it estimates the transition function and, at the same time, it builds the set of
bootstrapped state-action pairs (lines 5-14). Line 8, shows how the set of bootstrapped
state-action pairs B is constructed. For a given state-action pair (s, a), if one of the subal-
gorithms related to a returns⊥ given s (line 7), then the pair (s, a) is added toB. Note that
for these pairs, at least one of the subalgorithms does not return a distribution, therefore
we assume that these state-action pairs are absorbing. Finally, the safe policy is com-
puted in the same way as by the Factored Πb-SPIBB algorithm.

As discussed in Section 2.4, factored RL has been studied in settings where the de-
pendence structure is unknown. These approaches include methods that search for the
underlying structure with and without guarantees of sample complexity (Chakraborty
and Stone, 2011; Degris et al., 2006; Diuk et al., 2009; Strehl et al., 2007). Although some
of these methods do not provide correctness guarantees, we believe they could also be
coupled with the factored SPIBB framework to develop more practical algorithms. An-
other line of research considers a case where a prior distribution over the underlying
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structures is available. Ross and Pineau (2008) propose a Bayesian RL approach (Duff,
2002; Vlassis et al., 2012) that exploits the DBN structure by adding the belief over the
underlying structures to the state space instead of the parameters of the transition func-
tion.

3.4.2. THEORETICAL ANALYSIS
For the theoretical analysis of the proposed algorithm, we first show that the transition
function of non-bootstrapped state-action pairs is precise with high probability.

Proposition 2. When the Structure LearningΠb-SPIBB algorithm is equipped with a sub-
algorithm K that is KWIK-admissible, all non-bootstrapped state-action pairs have a
transition error smaller than ϵ with high probability 1−δ:

Pr(∀(s, a) ∉B :
∥∥P (· | s, a)− P̂ (· | s, a)

∥∥
1 ≤ ϵ) ≥ 1−δ.

Proof. According to Strehl (2007, Corollary 1), if all |X| relevant subalgorithms return a
distribution with error smaller than ϵ

|X| then the error of the estimated transition func-
tion is smaller than ϵ. Using a union bound, we conclude that the probability that there
is a factor with error larger than ϵ

|X| is smaller than
∑|X||A|

1
δ

|X||A| = δ. Given that the sub-
algorithm used is KWIK-admissible, the above assumptions hold, which concludes our
proof2.

We can use Proposition 2 to show that the proposed algorithm is safe.

Theorem 3. (Safe Policy Improvement of the Structure Learning Πb-SPIBB Algorithm).
Let Πb be the set of policies under the constraint of following πb in every bootstrapped
state-action pair (s, a) ∈ B. Then, given the maximum in-degree d of the underlying
FMDP, the policy π⊙ computed by the Structure Learning Πb-SPIBB algorithm, is at least
a ζ-approximate safe policy improvement over πb with high probability 1−δ, with

ζ= 4ϵVmax

(1−γ)
−V (π⊙,M̂ )+V (πb ,M̂ ).

Proof. We use Proposition 2 to replace Proposition 1 in the proof of Theorem 2 by Laroche
et al. (2019).

In conclusion, the algorithm Structure Learning Πb-SPIBB is safe when equipped
with a KWIK-admissible algorithm.

3.4.3. EMPIRICAL ANALYSIS
We evaluate the Structure Learning Πb-SPIBB framework combined with the two struc-
ture learning algorithms presented before (SL and k-meteorologists, see Section 2.4.1 for
details) in three domains. The two baselines for comparison are the Factored Πb-SPIBB
algorithm (Simão and Spaan, 2019a, Section 3.3.1), that knows the structure of the prob-
lem, and the (flat)Πb-SPIBB algorithm (Laroche et al., 2019, Section 3.2.3), that does not

2This proof follows the same principle used by (Li et al., 2011, p. 413, Problem 9) to show that the output com-
bination algorithm is KWIK-admissible. However, to prove that FMDPs with unknown structure are KWIK-
learnable, Li et al. (2011) use a different algorithm that includes the action as one of the input variables.
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Taxi SysAdmin Stock-Trading

Πb-SPIBB m 10.00 100.00 10.00

Factored Πb-SPIBB m 20.00 10.00 20.00

Πb-SPIBB SL m 20.00 10.00 20.00
ϵ1 0.01 0.20 0.30

Πb-SPIBB m 10.00 10.00 20.00
k-meteorologists ϵ1 0.01 0.00 0.01

c 2000.00 2000.00 300.00

Table 3.2: Parameters used by each algorithm

consider this structure. We also consider an algorithm without safety guarantees, re-
ferred to as Factored Basic RL. This algorithm has access to the problem’s structure and
computes a greedy policy according to an estimate of the factored transition function of
the problem.

All algorithms use a flat estimate of the transition function and a flat Value Iteration
algorithm with a discount factor of 0.99. We assume that the reward function is known
in all algorithms. The problems used are:

i. the Taxi domain with a horizon of 200 steps (Dietterich, 1998),

ii. the SysAdmin domain with 9 machines in a bidirectional ring topology and a hori-
zon of 40 steps (Guestrin et al., 2003), and

iii. the Stock-Trading domain with 3 sectors and 2 stocks per sector with a horizon of
40 steps (Strehl et al., 2007).

We follow a setup similar to the experiments by Laroche et al. (2019) and the experiments
from Section 3.3.4, where the behavior policy πb is defined as a softmax over the optimal
value function. The softmax temperature is set to 2 for the Taxi and Stock-Trading do-
mains and 3 for the SysAdmin domain.

In summary, each experiment is executed in three steps, varying the number of episodes
in the batch D of previous experiences:

i. create D by executing the behavior policy πb ,

ii. present D and πb (in the case of the safe algorithms) to each algorithm and com-
pute a new policy π′, and

iii. estimate the performance of each new policy by averaging the discounted returns
of 1000 trials.

Table 3.2 reports the parameters used by each algorithm. These values were chosen
accordingly to reduce the number of samples required to improve the policy while keep-
ing a safe behavior. Figures 3.2 and 3.3 present the results. The x-axis of each plot shows
the number of episodes in the batch collected with the behavior policy.
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Figure 3.2: Structure learning error of the SL and k-meteorologists algorithms

SEARCHING FOR THE BEST CANDIDATE STRUCTURE

Figure 3.2 shows how the estimated structure improves as the structure learning algo-
rithms receive more data. For the SL algorithm it shows the number of parents missing
in the selected candidate: ∑

Xi ,a∈X×A

∣∣Paa(Xi ) \∆Xi ,a
∣∣,

where ∆Xi ,a is the candidate chosen by subalgorithm K Xi ,a . For the k-meteorologists
algorithm it shows the average number of missing parents between all remaining candi-
dates: ∑

Xi ,a∈X×A

∑
∆∈ψXi ,a

|Paa(Xi ) \∆|∣∣ψXi ,a
∣∣ ,

where ψXi ,a ⊆X is the set of remaining candidates of K Xi ,a .
In the Taxi domain (Figure 3.2 top), the overall number of missing parents is small,

which is expected since this domain has only four variables. Nevertheless, we note that
the k-meteorologists algorithm needs significantly more samples to discard the candi-
dates that do not contain the true parents. That occurs because the number of mis-
matches (c) must be large to avoid erroneously discarding a candidate.

The structure learning algorithms exhibit a similar behavior in the SysAdmin domain
(Figure 3.2 middle) and in the Stock-Trading domain (Figure 3.2 bottom). Both algo-
rithms select candidates missing many parents in small datasets. The k-meteorologists
algorithm, however, has a sudden drop in the number of missing parents. This is ex-
plained by the fact that all the subalgorithms crossed the minimum number of mis-
matches when the dataset is larger than a certain threshold.

We also note that the SL algorithm does not display a monotonic improvement in
these domains. This is because to compute the distribution divergence of two sets of
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Figure 3.3: Average performance of the computed policy over 50 repetitions, along with the 1st percentile and
99th percentile (shaded area)

candidates (Equation 2.11), we only consider configurations that have been observed
at least once. Without this measure, the SL algorithm is not able to learn the structure
of the Taxi domain, where some configurations are never observed. Therefore, in the
SysAdmin and Stock-Trading domains, when |D| is small, the SL algorithm ignores some
of the configurations and can improve the estimated structure. However, when D con-
tains more configurations, it becomes more conservative again, returning ⊘ until it gets
enough data for all configurations.

POLICY IMPROVEMENT

Next, we evaluate the performance of the Factored Πb-SPIBB with structure learning al-
gorithms (Figure 3.3). We present the average performance of 50 repetitions, plus the
1st percentile and 99th percentile (shaded area) to measure the risk of the algorithms.

First, we observe that in the Taxi domain (Figure 3.3 left), the structure learning ap-
proaches are slightly more conservative than the flat Πb-SPIBB algorithm. This is not
surprising since, as pointed out by Strehl et al. (2007), a DBN is not the ideal structure to
capture the independence between the variables of this domain. Comparing the meth-
ods using structure learning algorithms, we see that the FactoredΠb-SPIBB SL algorithm
requires fewer samples to exceed the performance of the behavior policy than the Fac-
tored Πb-SPIBB k-meteorologists algorithm. This is because, as mentioned before, the
k-meteorologists algorithm requires a large number of mismatches to discard a candi-
date, while the SL algorithm can choose the best candidate with fewer samples.

The advantages of using a structure learning algorithm are more prominent in well-
factorized environments, where the maximum in-degree d is much smaller than the
number of state variables. The experiments with the SysAdmin and Stock-Trading do-
mains illustrate this fact (Figure 3.3 middle and right). We note that in the Stock-Trading
domain, the Factored Πb-SPIBB algorithm needs around 50 trajectories to find the op-
timal policy while the Factored Πb-SPIBB k-meteorologists algorithm needs 200 trajec-
tories and the flat Πb-SPIBB algorithm needs 10000 trajectories. Their relative perfor-
mance is similar in the SysAdmin domain. In summary, using the k-meteorologists al-
gorithm, Structure Learning Πb-SPIBB demonstrates a behavior closer to the Factored
Πb-SPIBB algorithm and manages to find an improved policy with an order of magni-
tude fewer samples than the flat Πb-SPIBB algorithm.
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3.5. A REALISTIC CASE STUDY

The algorithms proposed in this chapter, along with their flat counterparts, have been
tested in a steel melting plant simulation (Kosiorek, 2020). This application is appealing
since the process of melting steel consumes large amounts of energy, and even small
optimizations can significantly reduce the total energy consumption (Castro et al., 2013).

The steel melting process is executed over a set of batches of metal scrap, called heats.
Each heat is stored in a ladle that goes through a set of treatment stations, including
melting, decarburization, refining, and casting (Castro et al., 2013). Heats with similar
characteristics are grouped in a campaign, which must be cast together in a sequence.
This imposes time constraints on the problem, which are difficult to handle due to the
stochastic duration of each process. In particular, finding the right time to launch each
ladle can make the process more efficient, reducing the waiting time of the machines
and of the ladles spread over the plant.

In the Steel Plant Model (SPM; Schrama et al., 2015), the launching of each ladle is
decided heuristically based on the time passed since the last launch, which might be
sub-optimal. Kosiorek (2020) proposed to model this problem as an MDP to compute a
ladle launching policy considering the current position of the ladles in the plant. Using
the built-in heuristic as the behavior policy for data collection allowed the evaluation
of SPI algorithms, such as the proposed in this chapter. In this setting, the SPIBB and
factored SPIBB algorithms steadily improved over the behavior policy, finding policies
with better production yield and less idle time.

This case study revealed an issue that is not taken into account by the SPI algorithms;
the behavior policy might be only partially defined. Meaning it assigns actions only to
a subset of the state space, namely, states reachable by following the behavior policy.
In practice, the behavior policy may be partially defined when hand-designed since the
designer would only put effort into relevant states. This can be an issue for SPI since
minor deviations from the behavior policy could lead the agent to states uncovered by
the behavior policy, where the expected behavior is simply unknown.

Kosiorek (2020) also handled discrepancies between the real world and the usual RL
setting. The SPI task imposes extra constraints on the MDP modeling, which must be
compatible with the behavior policy. For instance, the heuristic used on the SPM de-
pends on the time since the last launch, which, when included in the state space, can
cause a considerable growth in the state space. While the policy computed by the RL
algorithm may not need this information, the SPIBB requires the compatibility between
the domain of the behavior policy and the agent’s policy.

These findings indicate that practitioners should model their problems as an MDP
as soon as possible. This approach would allow the launching heuristic from SPM to be
defined on the state space of the MDP, allowing an easier deployment of SPI algorithms
later on. Finally, the data collected by the behavior policy might have limited coverage
of the problem. Since offline RL algorithms are most effective when the data collected is
more diverse, practitioners intending to use such algorithms should consider behavior
policies with more extensive support to collect diverse trajectories.
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3.6. CONCLUSIONS AND FUTURE WORK
We proposed the Factored Πb-SPIBB algorithm, an adaptation of the Πb-SPIBB algo-
rithm (Laroche et al., 2019) to environments with factored dynamics and proved that
this algorithm is safe. The Factored Πb-SPIBB algorithm inherits from factored RL the
capability to exploit the independence between features, allowing it to reduce the num-
ber of samples necessary to stop bootstrapping the behavior policy. This new method
also can improve deterministic policies by generalizing past experiences, a novel feature
for SPI algorithms.

Furthermore, we presented an SPI framework for factored environments with un-
known structure. Relaxing the assumption that the underlying structure is known a
priori makes this method applicable in a broader range of problems. When equipped
with an efficient structure learning method, this framework can still exploit the factored
structure of the environment and typically requires fewer samples than a flat algorithm
to improve the behavior policy.

For simplicity, we assumed that the reward function is known. However, this func-
tion can also be succinctly represented in cases with an additive property, as described
in Section 2.2. Therefore, it would also be possible to adapt the FactoredΠb-SPIBB algo-
rithm to environments with an unknown reward function.

Studying how to exploit other types of structure such as decision trees and linear
dynamics in this setting is a promising line of future work. Finally, we believe it is also
possible to extend other model-based SPI algorithms to factored environments, such as
the robust approach by Petrik et al. (2016).



4
SAFE POLICY IMPROVEMENT WITH

AN ESTIMATED BEHAVIOR POLICY

Previous work has shown the unreliability of existing algorithms in the batch Reinforce-
ment Learning setting, and proposed the theoretically-grounded Safe Policy Improvement
with Baseline Bootstrapping (SPIBB) fix: reproduce the baseline policy in the uncertain
state-action pairs, in order to control the variance on the trained policy performance.
However, in many real world applications such as dialogue systems, pharmaceutical tests
or crop management, data is collected under human supervision and the baseline remains
unknown. In this chapter, we apply SPIBB algorithms with a baseline estimate built from
the data. We formally show safe policy improvement guarantees over the true baseline
even without direct access to it. Our empirical experiments on finite and continuous states
tasks support the theoretical findings. It shows little loss of performance in comparison
with SPIBB when the baseline policy is given, and more importantly, drastically and sig-
nificantly outperforms competing algorithms both in safe policy improvement, and in av-
erage performance.

This chapter is based on a paper presented at AAMAS-20 (Simão et al., 2020).
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In Chapter 3, we saw recent advances on offline RL, where algorithms such as SPIBB
and Soft-SPIBB have improvement guarantees. Moreover, we saw that exploiting the
structure of FMDPs improves the sample complexity of SPI algorithms.

Despite such appealing results, there is a caveat: these algorithms require the behav-
ior policy as input. However, the behavior policy is not always available. Consider, for
instance, applications involving human interactions, such as dialogue systems (Serban
et al., 2016) and the medical sector. In these situations, it is common to have access to
the observations and actions that were taken in a trajectory but not the policy that was
followed. To overcome this issue, we investigate the use of SPIBB and Soft-SPIBB algo-
rithms in the setting where the behavior policy is unknown.

In this chapter, we address Research Question 4, which asks whether access to the be-
havior policy is required or not to obtain improvement guarantees, a very natural ques-
tion arising from the existing SPIBB analysis. Therefore, the contributions are threefold:

i. We formally prove safety bounds for SPIBB and Soft-SPIBB algorithms with esti-
mated baseline policies in finite MDPs (Section 4.2).

ii. We consolidate the theoretical results with empirical results in finite randomly
generated MDPs, unknown baselines, and datasets (Section 4.4.1).

iii. We apply the method on a continuous state task by investigating two types of be-
havior cloning and show that it outperforms competing algorithms by a large mar-
gin, in particular on small datasets (Section 4.4.2).

The code to reproduce all experiments is available online1. In summary, our results bring
the SPIBB framework a step closer to many real world tasks where the behavior policy is
unknown.

4.1. APPROXIMATE SAFE POLICY IMPROVEMENT
In this section, we review the safe policy improvement problem for the reader’s conve-
nience and describe the Soft-SPIBB. For a more comprehensive introduction to the safe
policy improvement problem, we refer to Section 3.2.

In the SPI setting, the agent receives as input the dataset D and must compute a
new policy π that approximately improves with high probability the behavior policy πb .
Formally, the safety criterion can be defined as:

Pr
(
V (π,M∗) ≥V (πb ,M∗)−ζ)≥ 1−δ,

where ζ is a hyper-parameter indicating the improvement approximation and 1−δ is the
high confidence hyper-parameter. Petrik et al. (2016) demonstrate that the optimization
of this objective is NP-hard. To make the problem tractable, Laroche et al. (2019) end up
considering an approximate solution by maximizing the policy in the MLE MDP while
constraining the policy to be approximately improving in the robust MDPs set Σ. More
formally, they seek:

arg max
π

V (π,M̂ ), s.t. ∀M ∈Σ,V (π,M ) ≥V (πb ,M )−ζ.

1https://github.com/RomainLaroche/SPIBB and https://github.com/rems75/SPIBB-DQN

https://github.com/RomainLaroche/SPIBB
https://github.com/rems75/SPIBB-DQN
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Given a hyper-parameter m, their algorithm Πb-SPIBB constrains the policy search
to the setΠb of policies that reproduce the baseline probabilities in the state-action pairs
that are present less than m times in the dataset D (Equation 3.2). We restate the defini-
tion here for convenience:

Πb = {π ∈Π |π(a | s) =πb(a | s) : ∀(s, a) ∈Bm } .

Our work also considers the algorithm Soft-SPIBB (Nadjahi et al., 2019), that con-
strains the policy search such that the cumulative state-local error never exceeds a fixed
hyper-parameter σ. More formally, the policy constraint is expressed as follows:

Π∼ =
{
π ∈Π

∣∣∣∣∣ ∑
a∈A

eδ(s, a)|π(a | s)−πb(a | s)| ≤σ : ∀s ∈ S
}

. (4.1)

Under some assumptions, Nadjahi et al. (2019) demonstrate a looser safe policy im-
provement bound. Nevertheless, the policy search is less constrained, and their empiri-
cal evaluation reveals that Soft-SPIBB safely finds better policies than SPIBB.

Both algorithms presented in this section assume the behavior policy πb is known
and can be used during the computation of a new policy. In the next section, we get to
the main contribution of this chapter, where we investigate how these algorithms can be
applied when πb is not given.

4.2. BASELINE ESTIMATES
In this section, we consider that the true baseline is unknown and implement a baseline
estimate in order for the SPIBB and Soft-SPIBB algorithms to still be applicable. Before
we start our analysis, we present an auxiliary lemma.

Let dπ
M

(a | s) be the discounted sum of visits of state-action pair (s, a) ∈ S×A while
following policyπ in MDP M dD the state-action discounted distribution in the dataset D:

dD(a | s) =
∑

〈st ,at ,rt ,s′t 〉∈D

γt1(st = s)1(at = a),

where 1 is the indicator function.

Lemma 2. Considering that the trajectories in D are i.i.d. sampled, the L1 deviation of the
empirical discounted sum of visits of state-action pairs is bounded. We have the following
concentration bound:

Pr
(∥∥∥dπb

M∗ −dD

∥∥∥
1

(1−γ) ≥ ε
)
≤

(
2|S||A|−2

)
exp

(
−

Nε2

2

)
, (4.2)

where N is the number of trajectories in D.

Proof. Let T = (S×A)∗ denote the set of trajectories and T = {T1, . . . ,TN } be a set of N
T -valued random variables. For a given set of state-action pairs E ⊂ S×A, we define the
function fE on T as:

fE (T ) = fE (T1, . . . ,TN ) := (1−γ)
N∑

i=1

∑
t≥0

γt1(T t
i ∈ E),
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where T t
i is the state-action pair on trajectory i at time t . In particular, we have that

fE (D) = N (1−γ)dD(E) and (4.3)

E
[

fE (T )
]= N (1−γ)dπb

M∗ (E), (4.4)

where dD(E) and dπb
M∗ (E) denote the mass of set E under dD and dπb

M∗ respectively.
For two sets T and T ′ differing only on one trajectory, say the k-th, we have:∣∣ fE (T )− fE (T ′)

∣∣= ∣∣∣∣(1−γ)
∑
t≥0

γt
(
1(T t

k ∈ E)−1(T ′t
k ∈ E)

)∣∣∣∣≤ 1.

This allows us to apply the independent bounded difference inequality by McDiarmid
(1998, Theorem 3.1), which gives us:

Pr
(

fE (T )−E[ fE (T )] ≥ ε̄)≤ exp

(
−2

ε̄2

N

)
. (4.5)

We know that ∥∥∥dπb
M∗ −dD

∥∥∥
1

(1−γ) = max
E⊂S×A

2(1−γ)(dD(E)−dπb
M∗ (E)).

This guarantees from a coarse union bound and Equations 4.3 to 4.5 that:

Pr
(∥∥∥dπb

M∗ −dD

∥∥∥
1

(1−γ) ≥ ε
)
≤

∑
E⊂S×A

Pr
(
(1−γ)(dD(E)−dπb

M∗ (E)) ≥ ε

2

)
=

∑
E⊂S×A

Pr

(
(1−γ)

(
fE (D)

N (1−γ)
− E[ fE (D)]

N (1−γ)

)
≥ ε

2

)
=

∑
E⊂S×A

Pr

(
fE (D)−E[ fE (D)] ≥ Nε

2

)

≤
∑

E⊂S×A
exp

(
−2

( Nε
2 )

2

N

)

≤
(
2|S||A|−2

)
exp

(
−Nε2

2

)
,

where in the sum over subsets, we ignored the empty and full sets for which the proba-
bility is trivially 0.

4.3. ALGORITHM AND ANALYSIS
We construct the MLE baseline π̂b as follows:

π̂b(a | s) =
{ηD (s,a)

ηD (s) if ηD(s) > 0,
1
|A| otherwise,

∀s, a ∈ S×A, (4.6)

where ηD(s) is the number of transitions starting from state s in dataset D. Using this
MLE policy, we may prove approximate safe policy improvement:
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Theorem 4 (Safe policy improvement with a baseline estimate). Given an algorithmα re-
lying on the baselineπb to train a ζ-approximate safe policy improvementπ⊙ overπb with
high probability 1−δ. Then, α with an MLE baseline π̂b allows to train a ζ̂-approximate
safe policy improvement π̂⊙ over πb with high probability 1− δ̂:

δ̂= δ+2δ′,

ζ̂= ζ+
2R⊤

1−γ

√
3|S||A|+4log 1

δ′

2N
,

where N is the number of trajectories in the dataset D and 1−δ′ controls the uncertainty
stemming from the baseline estimation.

Proof. We are ultimately interested in the performance improvement of π̂⊙ with respect
to the true baseline πb in the true environment M∗. To do so, we decompose the differ-
ence into two parts:

V (π̂⊙,M∗)−V (πb ,M∗) =V (π̂⊙,M∗)−V (π̂b ,M∗)︸ ︷︷ ︸
α-SPI guarantee

+ V (π̂b ,M∗)−V (πb ,M∗)︸ ︷︷ ︸
baseline estimate approximation

.

Regarding the first term, note that, while π̂b is not the true baseline, it is the MLE
baseline, meaning in particular that it was more likely to generate the dataset D than the
true one. Hence, we may consider it as a potential behavior policy and apply the safe
policy improvement guarantee provided by algorithm α to bound the difference.

Regarding the second term, we need to use the distributional formulation of the per-
formance of any policy π:

V (π,M ) =
∑
s∈S

∑
a∈A

dπ
M (a | s)E[R(s, a)].

Then, we may rewrite the second term in Equation 4.7 and upper bound it using Hölder’s
inequality as follows: ∑

s∈S

∑
a∈A

(
d π̂b

M∗ (s, a)−dπb
M∗ (s, a)

)
E[R∗(s, a)]

≤
∥∥∥d π̂b

M∗ −dπb
M∗

∥∥∥
1

R⊤.
(4.7)

Next, we decompose the state-action discounted visits divergence as follows:∥∥∥d π̂b
M∗ −dπb

M∗

∥∥∥
1
≤

∥∥∥dπb
M∗ −dD

∥∥∥
1︸ ︷︷ ︸

Lemma 2

+
∥∥∥d π̂b

M∗ −dD

∥∥∥
1

.︸ ︷︷ ︸
positive correlation

(4.8)

For the first term, we can use the concentration inequality from Lemma 22. With a little
calculus and by setting the right value to ε, we obtain with high probability 1−δ′:

∥∥∥dπb
M∗ −dD

∥∥∥
1
≤

1

1−γ

√
3|S||A|+4log 1

δ′

2N
.

2We need to rescale the state-action discounted visits with (1−γ) to make it sum to 1 since the original bound
applies to probability distributions.
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Regarding the second term of Equation 4.8, we may observe that there is a correlation
between π̂b and dD through D, but it is a positive correlation, meaning that the diver-
gence between the distributions is smaller than the one with an independently drawn
dataset of the same size. As a consequence, we are also able to upper bound it by as-
suming independence and using the same development as for the first term. This finally
gives us from Equation 4.8 and with high probability 1−2δ′:

∥∥∥d π̂b
M∗ −dπb

M∗

∥∥∥
1
≤

2

1−γ

√
3|S||A|+4log 1

δ′

2N
, (4.9)

which allows us to conclude the proof using union bounds.

4.3.1. THEOREM 4 DISCUSSION

SPIBB and Soft-SPIBB safe policy improvement guarantees exhibit a trade-off (controlled
with their respective hyper-parameters 1p

m
and σ) between upper bounding the true

policy improvement error (first term in Theorem 1) and allowing maximal policy im-
provement in the MLE MDP (next terms). When the hyper-parameters are set to 0, the
true policy improvement error is null because, trivially, no policy improvement is al-
lowed: the algorithm is forced to reproduce the baseline. When the hyper-parameters
grow, larger improvements are permitted, but the error upper bound term also grows.
When the hyper-parameters tend to +∞, the algorithms are not constrained anymore
and find the optimal policy in the MLE MDP. In that case, the error is no longer upper
bounded, resulting in poor safety performance.

When using the MLE baseline instead of the true baseline, Theorem 4 introduces an-
other error to the upper bound term accounting for the accurateness of the baseline esti-
mate that cannot be reduced by hyper-parameter settings. That fact is entirely expected,
as otherwise, we could consider an empty dataset, pretend it was generated with an op-
timal policy, and expect a safe policy improvement over it. Another interesting point is
that the bound depends on the number of trajectories, not the number of state-action
visits, nor the total number of samples. Indeed, even with a huge number of samples,
if there were collected only from a few trajectories, the variance may still be high since
future states visited on the trajectory depend on the previous transitions.

Regarding the MDP parameters dependency, the upper bound grows as the square
root of the state set size, as for standard SPIBB, but also grows as the square root of the
action set size contrarily to SPIBB that has a logarithmic dependency, which may cause
issues in some RL problems. The direct horizon dependency is the same (linear). But one
could argue that it is actually lower. The maximal value Vmax in the SPIBB bounds can

reach R⊤
1−γ , making the dependency in H quadratic, while the N in our denominator may

be regarded as a hidden horizon (since N ≈ |D|
H ), making the total dependency ≈ H 3/2.

In both cases, those are better than the Soft-SPIBB cubic dependency.

One may consider other baseline estimates than the MLE, using Bayesian priors, for
instance, and infer new bounds. This should work as long as the baseline estimate re-
mains a policy that could have generated the dataset.
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4.4. EMPIRICAL ANALYSIS
Our empirical analysis reproduces the most challenging experiments found in Laroche
et al. (2019) and Nadjahi et al. (2019). We split it into two parts: the first considers ran-
dom MDPs with finite state spaces, and the second considers MDPs with continuous
state spaces.

4.4.1. RANDOM FINITE MDPS
The objective of this experiment is to empirically analyze the consistency between the
theoretical findings and the practice. The experiment is run on finite MDPs that are
randomly generated, with randomly generated baseline policies from which trajectories
are obtained.

SETUP

The true environment is a randomly generated MDP with 50 states, 4 actions, and a tran-
sition connectivity of 4: a given state-action pair may transit to 4 different states at most.
The reward function is 0 everywhere, except for transitions entering the goal state, in
which case the trajectory terminates with a reward of 1. The goal state is the hardest
state to reach from the initial one.

The baselines are also randomly generated with a predefined level of performance
specified by a ratio χ between the performance of the optimal policy π∗ and the perfor-
mance of the uniform policy π̃: V (πb ,M ) =χV (π∗,M )+(1−χ)V (π̃,M ). For more details
on the process, we refer the interested reader to Laroche et al. (2019, Section B.1.4). Our
experiments consider two values for χ: 0.1 and 0.9. We also study the influence of the
dataset size |D| ∈ [10,20,50,100,200,500,1000,2000].

COMPETING ALGORITHMS

Our plots display 9 curves:

i. π∗: the optimal policy,

ii. πb : the true baseline,

iii. π̂b : the MLE baseline,

iv. Πb/Π̂b-SPIBB: SPIBB with their respective baselines,

v. Πb/Π̂b-Soft: Soft-SPIBB with their respective baselines,

vi. RaMDP: Reward-adjusted MDP,

vii. and Basic RL: dynamic programming on the MLE MDP.

All the algorithms are compared using their optimal hyper-parameter according to
previous work. Our hyper-parameter search with the MLE baselines did not show signif-
icant differences, and we opted to report results with the same hyper-parameter values.
Soft-SPIBB algorithms are the ones coined as Approx. Soft SPIBB by Nadjahi et al. (2019).
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Figure 4.1: Finite MDPs with χ = 0.9, m = 7 and σ = 0.5. On the left, the mean curves, on the right, the
1st percentile curves.

PERFORMANCE INDICATORS

Given the random nature of the MDP and baseline generations, we normalize the per-
formance assuming V (πb ,M∗) <V (π∗,M∗) to allow inter-experiment comparison:

ρ =
V (π,M∗)−V (πb ,M∗)

V (π∗,M∗)−V (πb ,M∗)
. (4.10)

Thus, the optimal policy always has a normalized performance of 1, and the true base-
line a normalized performance of 0. A positive normalized performance means a pol-
icy improvement, and a negative normalized performance means an infringement of
the policy improvement objective. Figures either report the average normalized perfor-
mance of the algorithms or its 1st percentile3. Each setting is processed on 250K seeds
to ensure that every performance gap visible to the naked eye is significant.

EMPIRICAL RESULTS

We start our analysis considering Figure 4.1, which shows the results for χ= 0.9, the hard
setting where the behavior baseline is almost optimal, and therefore difficult to improve.

Performance of the estimated policy. First, we notice that the mean performance of
the MLE baseline π̂b is slightly lower than the true baseline policy πb for small datasets.
As |D| increases, the performance of π̂b quickly increases to reach the same level. The
1st percentile is significantly lower when the number of trajectories is reduced.

Soft-SPIBB with true and estimated baselines. Comparing the results of Πb-Soft and
Π̂b-Soft curves, it is surprising that the policy computed using an estimated policy as a
baseline yields better results than the one computed with the true policy. Notice that the
estimated baseline π̂b has a higher variance than the true baseline πb . If we consider the
impact of this variance in a given state, it means that sometimes the best (resp. worst)
action will be taken more often (resp. less). When it is the case, the trained policy will be
better than what could have been done with the true baseline. Sometimes, the opposite

3Note the difference with previously reported results in SPIBB papers, which focused on the conditional value
at risk indicator.
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Figure 4.2: Finite MDPs with χ = 0.1, m = 7 and σ = 0.5. On the left, the mean curves, on the right, the
1st percentile curves.

will happen, but in this case, the algorithm will try to avoid reaching this state and choose
an alternative path. This means that in expectation, this does not average out, and the
variance in the baseline estimation might be beneficial.

SPIBB with true and estimated baselines. Analyzing the performance of the Π̂b-SPIBB
algorithm, we notice that it also slightly improves over Πb-SPIBB on the mean normal-
ized performance. As far as safety is concerned, we see that the 1st percentile of policies
computed with Π̂b-SPIBB falls close to the 1st percentile of the estimated baseline π̂b for
small datasets and close to the 1st percentile of the policies Πb-SPIBB for datasets with
around 100 trajectories. It is expected as Π̂b-SPIBB tends to reproduce the baseline for
very small datasets and improves over it for larger ones. That statement is also true of
Π̂b-Soft.

RaMDP and Basic RL. Finally, it is interesting to observe that although RaMDP and Ba-
sic RL can compute policies with high mean performance, these algorithms often return
policies performing much worse than the MLE policy π̂b (as seen in their 1st percentile).

The easy setting. Figure 4.2 shows the results for χ = 0.1, so the performance of the
baseline policy is low, and it is easy to find an improved policy. We notice that all algo-
rithms show a reliable performance improvement over the baseline. The 1st percentile
of the estimated policy is slightly below the true behavior policy with small datasets and,
naturally, the Π̂b-SPIBB shows similar behavior.

4.4.2. CONTINUOUS MDPS
In this section we consider MDPs with a continuous state space S ⊆ Rn , in this case a
state is a vector s ∈ S, nevertheless, for simplicity we maintain the notation as s ∈ S. A
challenge to apply the SPIBB algorithms in this setting is the requirement of counting
how often a state-action was observed.

HELICOPTER DOMAIN

For MDPs with continuous state space, we focus on the helicopter environment (Laroche
et al., 2019, Figure 4.3). In this stochastic domain, the state is defined by the position
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Figure 4.3: The helicopter environment (Laroche et al., 2019).

and velocity of the helicopter. The agent has a discrete set of 9 actions to control the
thrust applied in each dimension. The helicopter begins in a random position of the
bottom-left corner with a random initial velocity. The episode ends if the helicopter’s
speed exceeds some threshold, giving a reward of -1, or if it leaves the valid region, in
which case the agent gets a reward between -1 and 10 depending on how close it is to the
top-right corner.

BEHAVIOR CLONING

In infinite MDPs, there is no MLE baseline definition. We have to lean on behavior
cloning techniques. We compare here two straightforward ones in addition to the true
behavior policyπb : a baseline estimate π̂c based on the same pseudo-counts used by the
algorithms, and a neural-based baseline estimate π̂n that uses a standard probabilistic
classifier.

The count-based policy follows a principle similar to the MLE policy. It uses a pseudo-
count for state-action pairs η̃(s, a) defined according to the sum of the euclidean dis-
tance

∥∥s − s′
∥∥

2 from the state s and all states of transitions in the dataset where the ac-
tion a was executed (Laroche et al., 2019, Section 3.4):

η̃D(s, a) =
∑{〈

s j ,a j ,r j ,s′j
〉
∈D

∣∣∣ a j =a
}max

(
0,1−

∥∥s − s j
∥∥

2

d0

)
, ∀s, a ∈ S×A,

where d0 is a hyper-parameter to impose a minimum similarity before increasing the
counter of a certain state. We also compute the state pseudo-count using this principle:

η̃D(s) =
∑

a∈A
η̃D(s, a), ∀s ∈ S.

This way, we can define the count-based baseline estimate replacing the count in Equa-
tion 4.6 by its pseudo-count counterpart:

π̂c (a | s) =
{ η̃D (s,a)

η̃D (s) if η̃D(s) > 0,
1
|A| otherwise,

∀s, a ∈ S×A. (4.11)
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The neural-based policy π̂n(a | s) is estimated using a supervised learning approach.
We train a probabilistic classifier using a neural network to minimize the negative log-
likelihood with respect to the actions in the dataset.

We use the same architecture as the one used to train the Double-DQN models,
which is shared among all the algorithms in the helicopter domain experiments: a fully
connected neural network with 3 hidden layers of 32, 128, and 28 neurons, respectively,
and 9 outputs corresponding to the 9 actions.

To avoid overfitting, we split the dataset into two parts: 80% for training and 20% for
validation. During training, we evaluate the classifier on the validation dataset at the end
of every epoch and keep the network with the smallest validation loss.

COMPETING ALGORITHMS

We consider results for 11 algorithms and baselines:

• πb : the true baseline,

• π̂c : the pseudo-count-based estimate of the baseline,

• π̂n : the neural-based estimate of the baseline,

• Πb/Π̂c /Π̂n-SPIBB: SPIBB with their respective baselines,

• Πb/Π̂c /Π̂n-Soft: Soft-SPIBB with their respective baselines,

• RaMDP: Double-DQN with Reward-adjusted MDP, and

• Double-DQN: basic deep RL algorithm.

HYPER-PARAMETERS

Building on the results presented by Nadjahi et al. (2019), we set the hyper-parameters
for the experiments with |D| = 10,000 (|D| = 3,000) as follows: Πb-SPIBB with m = 3 (m =
1), Πb-Soft with σ = 0.6 (σ = 0.8), and RaMDP with κ = 1 (κ = 1.75). For the algorithms
using an estimated baseline we run a parameter search considering m ∈ [2,3,4,5] (m ∈
[0.5,1,2,3]) for SPIBB and σ ∈ [0.4,0.6,0.8,1] (σ ∈ [0.6,0.8,1,1.2,1.5,1.8,2]) for Soft-SPIBB
and set the parameters for the main experiments as follows: Π̂n-SPIBB and Π̂c -SPIBB
with m = 3.0 (m = 1.0), and Π̂n-Soft and Π̂c -Soft with σ= 0.6 (σ= 0.8).

PERFORMANCE INDICATORS

The plots represent for each algorithm a modified box-plot where the caps show the
10th percentile and 90th percentile, the upper and lower limits of the box are the 25th
and 75th percentiles, and the middle line in black shows the median. We also show the
average of each algorithm (dashed lines in green) and finally add a swarm-plot to en-
hance the distribution visualization. The table provides additional details, including the
percentage of policies that showed a performance above the average performance of the
true baseline policy.

THE BASELINE POLICY

To compute the baseline policy, we execute an online DQN algorithm on the underlying
problem but stop before convergence. Then, we apply a softmax function on the Q-
network to obtain the behavior policy πb used on the experiments.
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Figure 4.4: |D| = 10,000. The green dashed line shows the average and the caps show the 10% and 90% per-
centile. Each dot on the swarm plots displays the evaluation of a seed.
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Figure 4.5: |D| = 3,000. The green dashed line shows the average and the caps show the 10% and 90% per-
centile. Each dot on the swarm plots displays the evaluation of a seed.

RESULTS

Using a fixed behavior policy πb we generate 1,000 datasets for each algorithm. We re-
port results for two dataset sizes: 3,000 and 10,000 transitions. The results are reported
numerically in Table 4.1 and graphically on Figure 4.4 for |D| = 10,000 and Figure 4.5 for
|D| = 3,000.
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|D| = 3,000 |D| = 10,000

Algorithm π Pr(V (π) >V (πb)) avg perf 10%-qtl 1%-qtl Pr(V (π) >V (πb)) avg perf 10%-qtl 1%-qtl

πb 0.499 2.27 2.22 2.18 0.499 2.27 2.22 2.18
Baseline π̂n 0.002 1.47 1.06 0.75 0.032 1.88 1.57 1.34

π̂c 0.000 1.22 1.13 1.05 0.000 1.26 1.19 1.14

πb 0.928 2.85 2.36 1.90 0.992 3.34 2.99 2.39
SPIBB π̂n 0.582 2.29 1.86 1.43 0.973 2.97 2.61 2.15

π̂c 0.514 2.23 1.73 1.21 0.930 2.75 2.37 1.75

πb 0.990 2.99 2.71 2.31 1.000 3.54 3.21 2.82
Soft-SPIBB π̂n 0.760 2.48 2.12 1.71 0.996 3.30 2.93 2.47

π̂c 0.785 2.66 2.11 1.51 0.980 3.45 2.93 2.09

RaMDP 0.006 0.37 -0.75 -0.99 0.876 3.16 2.13 0.23
Double-DQN 0.001 -0.77 -1.00 -1.00 0.076 0.25 -0.97 -1.00

Table 4.1: Numerical results for the two size of datasets. The key performance indicators are respectively the
percentage of policy improvement over the true baseline, the average performance of the trained policies, the
10th-percentile, and the 1st percentile. For each column, we bold the best performing algorithm that is not
using the true baseline πb .

Empiric baseline policies. On Figure 4.4, we observe that the baseline policies π̂c and
π̂n have a performance poorer than the true behavior policy πb . On the one hand, the
neural-based baseline estimate π̂n can get values close to the performance of the true
behavior policy; however, it has a high variance, and even the 90th percentile is below the
mean of the true policy. On the other hand, the count-based policy π̂c has a low variance,
but it has a much lower mean performance. In general, we observe a larger performance
loss than in finite MDPs between the true baseline and the estimated baseline.

SPIBB. With SPIBB, the neural-based baseline estimate leads to better results for all
indicators. The loss in average performance makes it worse than RaMDP in the |D| =
10,000 datasets, but it is more reliable and yields more consistently to policy improve-
ments. On the |D| = 3,000 datasets (Figure 4.5), it demonstrates a higher robustness with
respect to the small datasets, still compared to RaMDP.

Soft-SPIBB. The Soft-SPIBB results with baseline estimates are impressive. The loss
of performance with respect to Soft-SPIBB with the true baseline is minor. We high-
light that, although the policy based on pseudo-counts has a lower performance than
the true one (1 point difference), it still achieves a strong performance when used with
Soft-SPIBB (less than 0.1 point difference). This indicates that the proposed method is
robust with respect to the performance of the estimated policy. It seems that Soft-SPIBB
changes are much more forgiving than the baseline approximations.

Small dataset. The experiment with a small dataset |D| = 3,000 (Figure 4.5) aims to
evaluate the robustness of these algorithms. We observe that the estimated policies have
a performance even lower than in the experiment with |D| = 10,000. While RaMDP’s per-
formance indicators dramatically plummet, even largely lower than the behavior cloning
policies, the algorithm SPIBB using the estimated policies usually returns policies with
a performance similar to the true baseline πb . Most exciting, the algorithm Soft-SPIBB
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Figure 4.6: |D| = 10,000 in the two first rows and |D| = 3,000 in the two last rows. The green dashed line shows
the average and the caps show the 10th and 90th percentile.
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manages to improve upon πb with all the baselines policies, obtaining a mean perfor-
mance above the average performance of πb , and a 10th-percentile slightly lower than
that of the true baseline when using the estimated policies.

Hyper-parameter sensitivity. The hyper-parameter search (Figure 4.6) gave us extra
insights on the behavior of the algorithms SPIBB and Soft-SPIBB using estimated base-
lines. We noticed that these algorithms do not have a high sensitivity to their hyper-
parameters since the performance is stable in a wide range of values, especially the Soft-
SPIBB variations. We sometimes notice a trade-off that has to be made between variance
reduction and expectation maximization.

4.5. CONCLUSIONS
This work addresses the problem of performing safe policy improvement in batch RL
without direct access to the baseline, i.e., the behavior policy of the dataset. We provide
the first theoretical guarantees for safe policy improvement in this setting and show on
finite and continuous MDPs that the algorithm is tractable and significantly outperforms
all competing algorithms that do not have access to the baseline. We also empirically
confirm the limits of the approach when the number of trajectories in the dataset is low.

Currently, the limitation of SPIBB methods is the lack of algorithms to estimate the
parametric uncertainty of the estimated model. Bellemare et al. (2016); Burda et al.
(2019); Fox et al. (2018) investigated some methods for optimism-based exploration,
which proved to not be robust enough for pessimism-based purposes where there is a
requirement for exhaustiveness. Further research on this issue is warranted, but also
on the multi-batch setting where there are several sequential updates (Laroche and Ta-
chet des Combes, 2019) and on problems with continuous action space (Kumar et al.,
2019).





5
SAFE REINFORCEMENT LEARNING

DURING TRAINING

Deploying reinforcement learning (RL) involves major concerns around safety. Engineer-
ing a reward signal that allows the agent to maximize its performance while remain-
ing safe is not trivial. Safe RL studies how to mitigate such problems. For instance, we
can decouple safety from reward using constrained Markov decision processes (CMDPs),
where an independent signal models the safety aspects. In this setting, an RL agent can
autonomously find trade-offs between performance and safety. Unfortunately, most RL
agents designed for CMDPs only guarantee safety after the learning phase, which might
prevent their direct deployment. In this chapter, we investigate settings where a concise
abstract model of the safety aspects is given, a reasonable assumption since a thorough
understanding of safety-related matters is a prerequisite for deploying RL in typical ap-
plications. Factored CMDPs provide such compact models when a small subset of features
describe the dynamics relevant for the safety constraints. We propose an RL algorithm that
uses this abstract model to learn policies for CMDPs safely. During the training process,
this algorithm can seamlessly switch from a conservative policy to a greedy policy without
violating the safety constraints. We prove that this algorithm is safe under the given as-
sumptions. Empirically, we show that even if safety and reward signals are contradictory,
this algorithm always operates safely and, when they are aligned, this approach also im-
proves the agent’s performance. Finally, we study how to reduce the performance regret of
this algorithm, without sacrificing the safety guarantees.

This chapter is based on a paper presented at AAMAS-21 (Simão et al., 2021).
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As we discussed in Chapter 1, despite all the astonishing successes in Reinforcement
Learning (RL; Sutton and Barto, 2018), safe exploration is still a major concern prevent-
ing the deployment of RL in real world tasks (Amodei et al., 2016). This problem has mo-
tivated the study of Constrained Reinforcement Learning (CRL) to ensure safety (Dulac-
Arnold et al., 2021). In this framework, an agent interacts with an environment modeled
as a Constrained Markov Decision Process (CMDP; Altman, 1999)1 without knowing the
transition, reward, and cost functions. In SRL, the cost function is used as a proxy to
distinguish between safe and unsafe behaviors (García and Fernández, 2015). Therefore,
the agent must find a policy with maximum expected reward among the safe (feasible)
policies, namely those with expected cost smaller than a safety threshold.

We would like to distinguish between two CRL settings. The first is the common set-
ting, where the agent trains in an assumed perfect simulator and only cares about con-
straint violations later, when deployed in the real environment. In this case, safe explo-
ration is not a major issue since the agent is free to explore during the learning period.
The second, which is the focus of this chapter, is what we may call the true setting, where
the agent interacts directly with the environment and is not allowed to violate the con-
straints while learning.

Following the optimism in the face of uncertainty framework to trade-off exploration
and exploitation, Efroni et al. (2020) proposed different algorithms for CRL with bounded
regret in terms of performance and in terms of constraint violation. However, these al-
gorithms may still violate the constraints since they encourage the agent to explore un-
known parts of the environment, making them unsuitable for the true RL setting. We
aim to develop RL algorithms that can learn without violating the constraints, that is,
with no regret in terms of constraint violation.

This leads us to Research Question 5. We observe that often most of the state descrip-
tion is only relevant to the reward signal and does not influence the safety of the agent.
In this setting, it can be easy for an expert to define the dynamics relevant for safety.
Consider, for instance, imposing a limit on the consecutive movements of a robot arm
to avoid overheating or indicating unsafe areas such as stairs on a mobile robot’s map
where the target location is not relevant for safety. Such constraints may be represented
in a compact model and are a prerequisite for deploying RL in practice. Without such
knowledge, typical RL algorithms would need to perform random exploration, which is
not an option in safety-critical applications. Hence, we assume that this compact model
is known and is represented by an abstract CMDP M .

Notice that by assuming access to the abstract model M , we are effectively restricting
our method to a subset of problems, therefore dealing with Research Question 1, regard-
ing which classes of problems are suitable for SRL. This assumption allows us to safely
trade-off exploration and exploitation, so the agent has an incentive to explore, but al-
ways within a set of safe policies. Figure 5.1 shows a CMDP where this kind of abstraction
can be found. In this example, we observe that the variable y does not influence the cost
function. We will use this problem as a running example henceforth.

Constraining the agent to always execute safe policies changes the exploration pro-
cess, which raises Research Question 6 concerned to how the safe exploration affects the
performance of an agent. Therefore, we also investigate the exploration capabilities of

1See Section 2.3 for a formal definition.
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Figure 5.1: A factored CMDP with 2 features (x, y) and 6 states (left) and the corresponding abstract CMDP
built with a cost-model-irrelevant abstraction that ignores the feature y (right). Costs and rewards with value
0 are omitted as well as the probability of deterministic transitions.

the proposed algorithm and how it balances between exploration and safety.
This work uses abstractions in a novel way. The literature usually focuses on build-

ing a policy for M that will later be executed in the ground CMDP M . Our approach,
however, focuses on computing a policy in the ground CMDP M and uses the abstract
model M to guarantee safety, which decouples the safety concerns from the reward.

The contributions of this chapter are four-fold:

i. we study the kind of abstraction sufficient to concisely describe and distill safety
dynamics;

ii. we devise an example of such an abstract model using Factored Markov Decision
Processes (Boutilier et al., 1995);

iii. assuming the abstract model of the safety dynamics is given, we propose a safe
algorithm that learns an optimal policy for the CMDP without violating the con-
straints; and

iv. we show that this algorithm is always safe and has no regrets in terms of constraint
violation.

The empirical analysis showcases the overall capabilities of the proposed algorithm:

i. as expected, it respects the constraints during training;

ii. given enough budget for exploration, it eventually achieves optimal performance;
and

iii. when the cost function is aligned with the reward function, it reduces the perfor-
mance regret.

The code to reproduce all experiments is available online2.

2https://github.com/AlgTUDelft/AlwaysSafe.

https://github.com/AlgTUDelft/AlwaysSafe
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5.1. CONSTRAINED REINFORCEMENT LEARNING
In Reinforcement Learning (RL; Sutton and Barto, 2018), the agent does not have access
to the description of the underlying MDP, so it must find a balance between exploration,
to learn about the environment potentially increasing its performance, and exploitation,
taking advantage of its current knowledge to collect rewards, as discussed in Section 2.4.
The difference between the value of the policy executed and the value of the optimal pol-
icy, called regret, is one measure of the efficiency of RL algorithms. Intuitively, an agent
with bounded regret can make a good trade-off between exploration and exploitation.

In CRL, the agent interacts with a CMDP instead of an MDP. This changes the effi-
ciency metrics used to evaluate the agent, as well as the way the agent solves the prob-
lem, as we discuss in this section.

5.1.1. EFFICIENCY METRICS
To evaluate the efficiency of constrained RL algorithms we may consider two types of
regret: performance regret and constraint violation regret (Efroni et al., 2020). The per-
formance regret is similar to the one in traditional episodic RL settings (Auer and Ortner,
2006; Jaksch et al., 2010; Neustroev and de Weerdt, 2020):

Reg(K ,R) =
∑

k∈NK

[
V π∗

R (µ)−V πk
R (µ)

]
+

,

where [x]+ = max{ x,0} and K is the number of episodes. Note that this definition ig-
nores values larger than the value of the optimal policy (this is only possible if the con-
straint is violated). The constraint violation regret is the cumulative cost violation:

Reg(K ,C ) =
∑

k∈NK

[
V πk

C (µ)− ĉ
]
+ .

In this case, we note that there is only regret when the expected cost is higher than the
given bound, so a policy has no regret for having an expected cost lower or equal to the
bound. In the next section, we describe an algorithm for CRL with bounded regret.

5.1.2. SOLVING CMDPS WITH OPTIMISM
OptCMDP (Efroni et al., 2020, Algorithm 6) extends the UCRL2 algorithm (Jaksch et al.,
2010) to the CMDP setting. This algorithm requires no knowledge about the components
of the CMDP and bounds the performance regret with respect to the optimal policy as
well as the constraint violation regret.

Intuitively, at the beginning of each episode, OptCMDP defines a set of CMDPsΣ that
contains the true CMDP M with high probability 1−δ. It computes an optimistic policy,
assuming it can also choose the best CMDP in Σ:

arg max
P ′,R ′,C ′∈Σ,π∈Σ

V πk

R ′ (µ) s. t. V πk

C ′ (µ) ≤ ĉ. (5.1)

Then, the algorithm executes the optimistic policy for one episode, collecting data to
update Σ. Over time the set Σ shrinks, and the optimistic policy approaches the optimal
policy.
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Algorithm 6 OptCMDP

Input: δ ∈ (0,1) : confidence level.
1: for k ∈ [1, · · · ,K ] do
2: Update the empirical model.
3: Compute πk with LP2.
4: Execute policy πk for one episode.
5: end for

Efroni et al. (2020) show that, under an optimistic perspective, we can simplify the
problem in Equation 5.1 by choosing the upper bound of the reward function and the
lower bound of the cost function. Therefore, using f̂ to denote the maximum likelihood
estimate of the function f , we only consider a set of transition functions when defin-
ing Σ:

Σ=

P ′,R ′,C ′

∣∣∣∣∣∣∣∣
P ′ ∈ [

P̂ (s′ | s, a)−eP
δ (s, a, s′), P̂ (s′ | s, a)+eP

δ (s, a, s′)
]

,

R ′ = R̂(s, a)+eR
δ (s, a),

C ′ = Ĉ (s, a)−eC
δ (s, a),∀s, a, s′ ∈ S,A,S

 ,

where the confidence intervals eP
δ

, eR
δ

and eC
δ

are based on the Bernstein inequality (for
the transition function) and Hoeffding’s inequality (for the cost and reward function)
(Hoeffding, 1963). We refer to Efroni et al. (2020, Equation 20) for a detailed derivation
of the confidence intervals such that Pr(M ∈ Σ) ≥ 1−δ. Now we can solve the problem
in Equation 5.1 with the following optimistic LP (Efroni et al., 2020; HasanzadeZonuzy
et al., 2021; Rosenberg and Mansour, 2019):

max
∑

s,a,t∈S×A×NH

yt (s, a)(R̂(s, a)+eR
δ (s, a)) s. t. C3–C5︸ ︷︷ ︸

LP1

,C7–C9. (LP2)

∑
s,a,t∈S×A×NH

yt (s, a)(Ĉ (s, a)−eC
δ (s, a)) ≤ ĉ. (C7)

xt (s, a, s′) ≤ (P̂ (s′ | s, a)+eP
δ (s, a, s′))yt (s, a) ∀(s, a, s′, t ) ∈ S×A×S×NH . (C8)

xt (s, a, s′) ≥ (P̂ (s′ | s, a)−eP
δ (s, a, s′))yt (s, a) ∀(s, a, s′, t ) ∈ S×A×S×NH . (C9)

Compared to LP1, LP2 replaces the equality C6 by two inequalities, which ensures that
the chosen transition function is close to the true transition function with high proba-
bility. Besides an optimistic policy, computed by Equation 2.4, a solution for this LP also
gives us the optimistic transition function picked for problem in Equation 5.1:

P ′
t (s′ | s, a) = xt (s, a, s′)

yt (s, a)
, ∀t ∈NH .

Over the episodes, as the agent collects more experiences, the estimate P̂ improves as
the confidence interval eP

δ
narrows. This way, P ′ approaches P and the policy computed

by LP2 gets closer to an optimal one.
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Even though the OptCMDP algorithm has bounded constraint violation regret, in
safety-critical applications, even a small regret would not be acceptable, so this algo-
rithm could not be directly deployed in real world tasks. In the next section, we present
a model that allows us to compactly represent a CMDP. Later, we will use this model to
define a compact abstraction of the dynamics that are relevant for the safety constraints
and use it to build a CRL algorithm with no constraint violation regret.

5.2. ABSTRACTION FOR EXPECTED COST

Before describing our method, let us consider the robot with an arm that can overheat
again. In this example, we could keep track of how often the motor was activated in
the last hour and constraint the RL agent’s policies to avoid excessive consecutive move-
ments. This is a simple example of an abstraction that lets the robot act safely. In this
section, we will formalize an abstract version of the problem that captures the knowl-
edge required to ensure safety in the CRL setting. As an example, we explore factored
CMDPs where the cost function is independent of some variables, namely, only a subset
of the variables is relevant for the constraints.

Following the definitions by Li et al. (2006), we denote a state abstraction function
by φ : S → S, where S is the finite abstract state space. The inverse of φ is denoted by
φ−1 : S→ 2S, that is φ−1(s) is the set of ground states whose abstract state is s according
to φ. Given a CMDP M = 〈 S,A,P ,R,γ,µ, H ,C , ĉ 〉 and an abstraction function φ, the
respective abstract CMDP is Mφ = 〈 S,A,P ,R,µ,C , ĉ 〉, where

P (s′ | s, a) =
∑

s∈φ−1(s)

∑
s′∈φ−1(s′)

w(s)P (s′ | s, a),

R(s, a) =
∑

s∈φ−1(s)

w(s)R(s, a),

C (s, a) =
∑

s∈φ−1(s)

w(s)C (s, a),

µ(s) =
∑

s∈φ−1(s)

µ(s)

and w(s) indicates the contribution of each state s ∈ φ−1(s) to the abstract state s, with
the constraint that

∑
s∈φ−1(s) w(s) = 1.

5.2.1. COST-MODEL IRRELEVANCE

Li et al. (2006, Definition 3) use the above formalism to define different types of abstrac-
tions. For instance, Qπ

R -irrelevant abstractions preserve the Qπ
R function. This may be

useful when solving an MDP, as we could compute Qπ
R over the abstract state space,

which can speed up the convergence of an MDP solver (Gopalan et al., 2017) or an RL
agent (van Seijen et al., 2014). Following this idea, we define an abstraction related to the
model necessary to compute the expected cost V π

C .

Definition 1. Given a CMDP M = 〈 S,A,P ,R,γ,µ, H ,C , ĉ 〉, we say that an abstraction
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function φ is cost-model-irrelevant when

φ(s1) =φ(s2) ⇒
∑

s′∈φ−1(s)

P (s′ | s1, a) =
∑

s′∈φ−1(s)

P (s′ | s2, a) and

C (s1, a) =C (s2, a) ∀a, s1, s2, s ∈A×S×S×S. (5.2)

Definition 1 is similar to model-irrelevance (Li et al., 2006), considering the cost func-
tion instead of the reward function. It says that if a cost-model-irrelevant abstraction
maps two states to the same abstract state, then the cost of executing action a ∈A and
the distribution over the next abstract state is the same in both states.

We would like to use prior knowledge of a model of the abstract CMDP to guarantee
that a policy for the ground CMDP will not violate the cost constraints. So, while most
literature on abstraction for RL is interested in deploying the policy computed in the
abstract CMDP to the ground CMDP, we use the abstract CMDP to test the safety of a
policy defined in the ground CMDP.

5.2.2. A COST-MODEL-IRRELEVANT ABSTRACTION
Similar to FMDPs (Section 2.2), a factored CMDP compactly represents a CMDP using a
DBN. The only addition is the cost function that similarly to the reward function can be
succinctly represented by the sum of C local functions, respectively:

C (s, a) =
∑

i∈NC

Ci (s[∆C
i ], a),

where Ci is the i -th local cost function that only depends on the subset of variables∆C
i ⊆

X.
In factored CMDPs, we can define a cost-model-irrelevant abstraction by consider-

ing only the subset of state variables that influence the cost function. Given a set of vari-
ables ∆ ⊆ X , we define their parents as Pa(∆) = ⋃

Xi ,a∈∆×A Paa(Xi ) and their ancestors
as:

Anc(∆) =
{
∆ if Pa(∆) ⊆∆,

Anc(Pa(∆)∪∆) otherwise.

Intuitively, the set Anc(∆) might influence∆ over multiple time steps, while the set Pa(∆)
are only variables that have an immediate influence on∆. Let Pa(C ) =∪i∈NC∆

C
i be the set

of variable that directly influences the cost function, we define a cost-model-irrelevant
abstraction φC based on their ancestors Anc(Pa(C )):

φC (s[X ]) = s[Anc(C )]. (5.3)

Our running example (Figure 5.1) shows an instance of such abstraction. The efficiency
of this abstraction, related to the size reduction from the original CMDP to the abstract
CMDP, corresponds to the size of the set of ancestors of the cost function: |Anc(C )|. For
instance, if Anc(C ) =X, this abstraction would be the identity function and the abstract
CMDP would be the same as the original. If, however, Anc(C ) = ;, the abstract CMDP
would contain a single state since the cost function is independent of the state variables.
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Theorem 5. φC is a cost-model-irrelevant abstraction.

Proof. Given a, s1, s2, s ∈A×S×S×S. If φC (s1) =φC (s2), then we have

C (s1, a) =
∑

i∈NC

Ci (s1[∆C
i ], a)

=
∑

i∈NC

Ci (s2[∆C
i ], a)

=C (s2, a).

The first and last derivations come from the definition of the factored cost function. The
middle derivation comes from the fact that both states were mapped together, so from
Equation 5.3 we conclude that s1[∆C

i ] = s2[∆C
i ] : ∀i ∈NC.

In the following derivation, we use P (s′[∆] | s, a) = ∏
X∈∆P (s′[X ] | s, a) where ∆ ⊆ X,

s, a, s′ ∈ S×S×A and Anc(C ) =X\ Anc(C ).
If φC (s1) =φC (s2), then we have∑

s′∈φ−1(s)

P (s′ | s1, a) =
(a)

∑
s′∈φ−1(s)

P (s′[X] | s1, a),

=
(b)

∑
s′∈φ−1(s)

P (s′[Anc(C )] | s1, a)P (s′[Anc(C )] | s1, a),

=
(c)

∑
s′∈φ−1(s)

P (s[Anc(C )] | s1, a)P (s′[Anc(C )] | s1, a),

=
(d)

P (s[Anc(C )] | s1, a)
∑

s′∈φ−1(s)

P (s′[Anc(C )] | s1, a)︸ ︷︷ ︸
=1( sum over all values of Anc(C ))

,

=
(e)

P (s[Anc(C )] | s1, a)

=
( f )

∏
Xi∈Anc(C )

P (s[Xi ] | s1[Paa(Xi )], a)

=
(g )

∏
Xi∈Anc(C )

P (s[Xi ] | s2[Paa(Xi )], a)

=
(h)

∑
s′∈φ−1(s)

P (s′ | s2, a).

In this derivation,

(a) shows we are considering the values of each variable in state s′;

(b) decouples ancestors from non-ancestors;

(c) removes the dependence on the state s′, since ∀s′ ∈φ−1
C (s), the values of variables

in Anc(C ) are the same, by the definition of φC (Equation 5.3);

(d) factors out the probability term, since it is now independent of s′;

(e) removes the summation that results in 1;
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(f) uses the conditional independence from the factored CMDP;

(g) swaps s1 and s2, since they were mapped to the same abstract state, the values of
their parents are the same;

(h) uses the same reasoning from (f) to (a).

While φC is a convenient and natural cost-model-irrelevant abstraction, it is not nec-
essarily the most compact. We refer to Givan et al. (2003) for a discussion on how to find
more compact abstract models in factored MDPs.

5.2.3. PLANNING WITH THE ABSTRACT CMDP
Given a cost-model-irrelevant abstraction, we extend LP1 to take this knowledge into
consideration by adding variables z that represents the occupancy of each pair of ab-
stract states and action for each time step. Our goal is to decouple the expected cost
from the full transition function to ensure that the policy computed still respects the
cost constraints.

max
∑

s,a,t∈S×A×NH

yt (s, a)R(s, a) s. t. C3–C6︸ ︷︷ ︸
LP1

,C10–C12. (LP3)

∑
s,a,t∈S×A×NH

zt (s, a)C (s, a) ≤ ĉ. (C10)

zt (s, a) =
∑

s∈φ−1(s)

yt (s, a) ∀s, a, t ∈ S×A×NH . (C11)

∑
a∈A

zt (s, a) =
∑

s◦,a◦∈S×A
P (s | s◦, a◦)zt−1(s◦, a◦) ∀s, t ∈ S×NH \ {1}. (C12)

In LP3, constraint C11 helps us to connect the flow from the ground CMDP and the
abstract CMDP by ensuring that the flow leaving an abstract state is the sum of the flow
that leaves the respective ground states. Constraint C10 replaces constraint C1, notice
that it uses the abstract cost function and the expected cost is computed according to
the occupancy of the abstract CMDP. Finally, constraint C12 ensures that the flow of the
abstract CMDP respects the abstract transition function. Although this last constraint is
redundant since this flow is already specified in the ground CMDP, it will be important
for our method later when we do not have access to the underlying transition function.

Since LP3 keeps variables for the ground CMDP and the abstract CMDP, the policy it
computes in the ground CMDP might be different in states that were merged. In other
words, the policy that is induced by the abstract variables z is different from the policy
that is induced by the ground variables x and y .

In the next section, we show how to use this formulation to devise an RL algorithm
compliant with the safety constraints.
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Algorithm 7 AbsOptCMDP-πG

Input: δ ∈ (0,1) : confidence level.
Input: M : cost-model-irrelevant CMDP.

1: for k ∈ [1, · · · ,K ] do
2: Update the empirical model.
3: Compute πk using M according to LP4 and Equation 5.5.
4: Execute policy πk for one episode.
5: end for

5.3. ALWAYS SAFE
Now we consider the setting where the agent has access to the abstract CMDP generated
from a cost-model irrelevance abstraction but does not have access to the full transition
function or the reward function. We propose an algorithm that computes a policy for the
underlying CMDP without incurring any constraint violation regret using an optimistic
approach.

5.3.1. THE LINEAR PROGRAM
The idea is to combine the abstract CMDP created with a cost-model-irrelevant abstrac-
tion (Section 5.2.1) with an optimistic approach for exploration (Section 5.1.2). LP4 puts
all the pieces together:

max
∑

s,a,t∈S×A×NH

yt (s, a)(R̂(s, a)+eR
δ (s, a)) s. t. C3–C5︸ ︷︷ ︸

LP1

,C8–C9︸ ︷︷ ︸
LP2

,C10–C12︸ ︷︷ ︸
LP3

. (LP4)

The main difference between LP4 and LP2 is the use of the extra variables z that repre-
sent the flow in the abstract CMDP. Therefore we replace C7 that constrains the expected
cost on the ground CMDP by C10 that constrains the expected cost in the abstract CMDP.
The constraints C10–C12 control the flow in the abstract CMDP.

We can compile two basic policies using a solution for LP4. A ground policy πG using
y and an abstract policy πA using z:

πA(a | s, t ) = zt (φ(s), a)∑
a′∈A zt (φ(s), a′)

∀s, a, t ∈ S×A×NH , (5.4)

πG (a | s, t ) = yt (s, a)∑
a′∈A yt (s, a′)

∀s, a, t ∈ S×A×NH . (5.5)

The algorithm AbsOptCMDP-πG (Algorithm 7) follows policy πG in each episode. We
conjecture that it has a bounded performance regret, inherited from the OptCMDP al-
gorithm, since it makes the same assumptions. However, it can still exhibit some safety
violation stemming from the unknown transition function (see Example 5).

Example 5 (πG might be unsafe.). Let us consider the CMDP from Figure 5.1 from an
optimistic perspective. We may assume that our estimate of transition function is perfect,
p̂ = p, but we still have some uncertainty about it, represented by e(p). This way, we know
p ∈ [p̂ − e(p), p̂ + e(p)]. In the optimistic CMDP, we are also picking the parameters of the
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transition function. This means the agent chooses the value of p, which in this case would
be the lower bound p̂ −e(p) since it minimizes the chance of reaching state s10. Following
the same reasoning as in Example 2, we find a greedy policy πG (a | s10) = ĉ

p−e(p) which is

unsafe, since it is larger than the maximum value we found in Example 2 (π∗(a | s10) = ĉ
p ).

Theorem 6. Given an uncertainty set Σ containing the underlying CMDP M , and the
abstract CMDP Mφ = 〈 S,A,P ,R,µ,C , ĉ 〉 built according to a cost-model-irrelevant ab-
straction φ, the policy πA computed according to LP4 and Equation 5.4 does not violate
the constraints when applied in M : V πA

C (µ) ≤ ĉ.

Proof sketch. Li et al. (2006) show that a model-irrelevant abstraction preserves the ex-
pected value. In the same way, a cost-model-irrelevant abstraction preserves the ex-
pected cost. So, the policy computed in the abstract state has the same expected cost in
the ground state, V πA

C (µ) =V πA

C
(µ). From the constraint C10 in LP4, we have V πA

C
(µ) ≤ ĉ.

Therefore, V πA
C (µ) ≤ ĉ.

Theorem 6 essentially shows that the policy πA is safe, independent of the uncer-
tainty over the transition function. However, this policy is not expressive enough to de-
scribe an optimal policy for the underlying CMDP; for instance, its domain might ignore
variables that influence the reward function (see Example 6).

Example 6 (πA might be sub-optimal.). Considering the CMDP from Figure 5.1 again, we
may notice that a policy defined in the abstract MDP would assign at most probability ĉ to
action a in the abstract state s1, while a policy defined on the ground state can distinguish
between s10 and s11, as we saw in Example 2.

5.3.2. POLICIES
In this section, we study how to switch between πA and πG , to find an RL algorithm that
has no constraint regret and can still find an optimal policy for the underlying CMDP.

POLICY πT

To devise an algorithm that can eventually find an optimal policy for the underlying
CMDP, we propose to use the ground policy based on a test:

πT =
{
πG if maxP ′∈ΣV πG

C (µ) ≤ ĉ

πA otherwise.
(5.6)

To test if we can deploy πG , we compute the maximum expected cost within the uncer-
tainty set, fixing the policy πG :

max
x,y,z

∑
s,a,t∈S×A×NH

zt (s, a)C (s, a)

s. t. C3–C5︸ ︷︷ ︸
LP1

,C8–C9︸ ︷︷ ︸
LP2

, C11︸︷︷︸
LP3

,C13.
(LP5)

yt (s, a) = πG (a | s, t )
∑

a′∈A
yt (s, a′) ∀s, a, t ∈ S×A×NH . (C13)
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Algorithm 8 Dynamic Constraint Tightening (πα)

Input: Σ: uncertainty set
Input: M : abstract model
Input: α: learning rate
Input: β: coefficient lower bound (default: 0)

1: β← 1
2: repeat
3: y, z,status ← solve LP4 with βĉ
4: if (status is infeasible) or (β≤β) then
5: πα←πA ▷ Equation 5.4 based on z
6: return πα
7: end if
8: πα←πG ▷ Equation 5.5 based on y
9: maxV ← maxP ′∈ΣV πα

C (µ) ▷ LP5 based on πα

10: β←β−αmax{maxV −ĉ,0}
ĉ

11: until maxV ≤ ĉ
12: return πα

VC

ĉ0 = ĉ
β = 1

VC

ĉĉ1

β = 0.9

VC

ĉĉ2

β = 0.85

VC

ĉĉn

Safe Policy

Figure 5.2: Search for a ground policy that respects the constraints in all CMDPs from the uncertainty set Σ.
The x-axis indicates the expected cost, and the y-axis indicates the frequency we can find a CMDP in Σ for
which the policy computed has that expected cost.

In this LP, the constraint C13 is derived from Equation 2.4 to ensure that the pol-
icy πG is applied in every ground state. The value of πG (a | s, t ) are constants computed
by Equation 5.5 according to the solution of LP4, for every state, action and time step.
Intuitively, LP5 chooses the transition function in the uncertainty set Σ with the highest
expected cost.

Although this approach could be more efficient, for instance if we tested whether
∃P ′ ∈ Σ : V πG

C (µ) > ĉ, we opt to compute the maximum expected cost, because it gives
us an indication of how much the constraint might be violated. This can help us find a
more conservative policy in the ground CMDP, as we describe next.

POLICY πα
The previous solution may never choose the ground policy πG , in particular when the
optimal policy has an expected cost close to the bound ĉ. In this case, even a small
confidence interval could put the maximum expected cost above the given cost bound.
Inspired by de Nijs et al. (2017), we propose to compute a policy that is more conservative
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Algorithm 9 AlwaysSafe

Input: δ ∈ (0,1) : confidence level.
Input: M : cost-model-irrelevant CMDP.

1: for k ∈ [1, · · · ,K ] do
2: Update the empirical model.
3: Compute πk using M and Equation 5.4, Equation 5.6 or Algorithm 8.
4: Execute policy πk for one episode.
5: end for

such that it passes the test from Equation 5.6. Our strategy is to compute policies for a
tighter bound ĉ3.

Algorithm 8 describes one way to compute such a policy. The algorithm initializes
the coefficient β with value 1. Then, in each iteration, the algorithm solves LP4 using an
adjusted bound βĉ. If the algorithm does not meet any of its stopping criteria, it lowers
the coefficient β and repeats. The algorithm can terminate in three ways: (i) by finding
a policy that respects the constraints in all CMDPs in the uncertainty set; (ii) by setting a
cost bound too low, such that none of the CMDPs can satisfy the constraints; or (iii) by
setting the coefficient β below the lower bound β.

Figure 5.2 demonstrates a successful search for a safe ground policy with Algorithm 8.
Each plot shows the distribution of expected cost (according to the CMDPs inΣ) for poli-
cies computed with a certain bound ĉ i . The first three plots show how the cost bound ĉ i

changes over the iterations, and the last plot shows one of the stopping conditions of the
algorithm: when the policy computed according to ĉn respect the original constraints in
all CMDPs in Σ.

Using the coefficient lower bound β, we can limit how tight the safety constraint can
get, which ultimately allows the dynamic constraint tightening algorithm to return the
abstract policies instead of the ground policy. This can help us prevent the execution of
a ground policy that is overly conservative, which might be of interest when the abstract
policy already has a reasonable performance.

5.3.3. THE ALGORITHM
The AlwaysSafe algorithm (Algorithm 9) can be equipped with any of the policies de-
scribed in the previous section or the abstract policy πA . We name the variations of the
AlwaysSafe algorithm according to the policy used:

• AlwaysSafe-πA refers to Algorithm 9 using LP4 to compute the occupancy of each
state-action pair and Equation 5.4 to extract the policy

• AlwaysSafe-πT refers to Algorithm 9 using LP4 to compute the occupancy of each
state-action pair and Equation 5.4 or Equation 5.5 to extract the policy depending
on the test in Equation 5.6.

• AlwaysSafe-πα refers to Algorithm 9 using Algorithm 8 to compute the policy.

3Another option would be to change the test in Equation 5.6 allowing a small error (ĉ + ϵ). This would give us
an approximately safe algorithm.
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Observe that varying the parameter β on Algorithm 8 can change the behavior of
the AlwaysSafe-πα algorithm. Setting β = 0 give us the standard AlwaysSafe-πα algo-
rithm, while setting β= 1 recovers the AlwaysSafe-πA algorithm. For β ∈ (0,1), we expect
that AlwaysSafe-πα can still reach the optimal policy, however with a potentially smaller
performance regret. Notice that none of these configurations should return an unsafe
policy.

5.3.4. THEORY

We would like to show that when the AlwaysSafe algorithm is equipped with a cost-
model-irrelevant abstract CMDP M and one of the safe policies πA , πT , or πα, it has
no constraint violations with high probability, as stated in Theorem 7. In summary, the
algorithm AlwaysSafe relies on the fact that the underlying CMDP M belongs to Σ with
high probability, so it can test if the proposed ground policy is safe for all CMDPs in Σ,
and when this cannot be guaranteed, it executes πA which is guaranteed to be safe to
collect more data.

Theorem 7. Given an abstract CMDP built according to a cost-model irrelevance abstrac-
tion and a fixed δ ∈ (0,1), the algorithm AlwaysSafe equipped with policies πA , πT or πα
has no constraint violation regret with probability 1−δ.

Proof. We split the proof in three parts related to the three policies considered.

AlwaysSafe-πA . From Theorem 6 we know that

V πA
C (µ) ≤ ĉ.

This is enough to conclude that AlwaysSafe with πA does not violate the safety
constraints.

AlwaysSafe-πT . First let us define the maximum expected cost of executing the pol-
icy πG in a CMDP of the uncertainty set:

maxC = max
P ′∈Σ

V πG
C (µ,P ′).

From Equation 5.6 we must show that πT is safe in both cases.

• Case 1 (maxC ≤ ĉ): in this case the policy executed is πG . This way, we have
that the expected cost for executingπG in any of the CMDP of the uncertainty
set is smaller than maxC :

V πG
C (µ,P ′) ≤ maxC : ∀P ′ ∈Σ.

Therefore, if the true CMDP is in the uncertainty set, then the expected cost
of the policy πG is less or equal to the cost bound:

P ∈Σ=⇒V πG
C (µ) ≤ maxC ≤ ĉ, (5.7)
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where the last inequality comes from the condition of this case. By construc-
tion, the transition function of the true CMDP belongs to the uncertainty
set Σ with high probability 1−δ:

Pr
(
P ∈Σ

)
≥ 1−δ. (5.8)

Therefore, we have from Equation 5.7 and Equation 5.8 that:

Pr
(
V πG

C (µ) ≤ ĉ
)
≥ Pr

(
P ∈Σ

)
≥ 1−δ.

• Case 2 (maxC > ĉ): in this case the policy executed is πA , which is safe (The-
orem 6).

AlwaysSafe-πα. This proof is similar to the proof for AlwaysSafe-πT . In this case, the
only difference is that πG might be computed with a bound βĉ that is lower than
the original bound ĉ.

Theorem 6 is enough to show that AlwaysSafe withπA will not violate the constraints.
By definition the transition of the true CMDP belongs to the uncertainty setΣwith prob-
ability 1−δ. Since the expected cost of the policies πT and πα is less or equal to ĉ in all
CMDPs in Σ, these policies are safe with probability 1−δ.

5.4. EMPIRICAL RESULTS
In this section, we empirically assess the proposed algorithms. We start by describing
the experiments methodology, baseline algorithms, parameters, and the environments
considered (Section 5.4.1). Next, we present a series of experiments focusing on differ-
ent questions regarding the algorithms considered, including if they are able to ensure
safety during the learning phase (Section 5.4.2), how the safety guarantees affect the per-
formance of the algorithms (Section 5.4.3), which problems can lead to a sub-optimal
policy (Section 5.4.4), and what is the impact of safety on the exploration capabilities
(Section 5.4.5). The code to reproduce the experiments is available online4.

5.4.1. SETUP
We evaluate the variations of the AlwaysSafe algorithm equipped with different policies
from Section 5.3 (πA ,πT andπα withα= 0.5), plus an instance usingπT with an adjusted
cost bound 0.9ĉ. We use the following algorithms as baselines:

• OptCMDP: Algorithm 6.

• AbsOptCMDP-πG : Algorithm 7.

4https://github.com/AlgTUDelft/AlwaysSafe

https://github.com/AlgTUDelft/AlwaysSafe
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• MLE CMDP with Bonus: a model-based reinforcement learning algorithm that
uses LP1 based on the maximum likelihood estimate of the CMDP and the opti-
mistic estimate of the reward function as in OptCMDP. In particular, this method is
computationally cheaper than OptCMDP since it does not handle the uncertainty
of the transition function.

• Q-Learning: the classic off-policy model-free algorithm with a linearly decaying
exploration rate (Watkins, 1989).

• Q-Learning Optimistic: Q-Learning with an optimistic initialization of the state-
action values.

Although Q-Learning and Q-Learning Optimistic are not designed for CMDPs, they
can give us some perspective with respect to the performance of the algorithms.

We use the following confidence intervals in the experiments:

eP (s, a, s′) = 1

max{η(s, a),1}
+

√
Var(P̂ (s′ | s, a))

max{η(s, a),1}
,

eR (s, a) = R⊤−R⊥
max{η(s, a),1}

, and

eC (s, a) = C⊤−C⊥
max{η(s, a),1}

,

where η(s, a) is the number of times action a ∈A has been executed in the state s ∈ S, R⊥
and R⊤ (C⊥ and C⊤) are the minimum and maximum value of the reward (cost) function,
and Var(x) = x ∗ (1− x). We removed the subscript δ since these bounds are tighter than
the theoretical bounds and do not depend on δ. Since the reward and cost functions
in these environments are not in the interval [0,1], we normalize the confidence inter-
vals according to their spans. We also make them tighter to handle the large magnitude
difference in the rewards of the cliff environment and taxi environment.

Finally, we follow a doubling epoch schedule (Jin et al., 2020a), where a new policy is
computed only when one of the state-action counters doubles. To reduce the number of
constraints and state variables in the linear programs we also assume the successors of
each state is known:

suc(s) = {
s′ ∈ S | ∃a ∈A : P (s′ | s, a) > 0

}
, ∀s ∈ S.

Next, we describe the five environments used in the experiments to showcase different
features of the AlwaysSafe algorithm.

SIMPLE CMDP
The simple CMDP, depicted in Figure 5.3 (left), was adapted from a problem proposed
by Zheng and Ratliff (2020), it has 3 states (S = N3) and 2 actions: stay in the current
state, which does not incur any cost or reward; and move to the next state, which incurs
a cost of 1 and a reward equals to the current state index. The agent has to balance
between the actions move and stay to get the maximum reward without violating the
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Figure 5.3: A CMDP with 3 states (left) and the corresponding abstract CMDP built with a cost-model-irrelevant
abstraction (right).

safety constraints. We set ĉ = 3, H = 6, K = 100, and the abstraction ignores the state
since the cost depends only on the action, see Figure 5.3 (right). In this way, the cost-
model-irrelevance abstraction maps all states to a single state. Similar to Example 6, in
this environment, the reward depends on the ground state, so the optimal policy cannot
be computed in the abstract state space. Therefore, this environment serves to check
whether the algorithms based on the safety abstraction can compute an optimal policy.

FACTORED CMDP
The factored CMDP from Figure 5.1 with p =0.9. We set ĉ =0.1, H = 2, K = 5000. We
use the state abstraction that ignores the state variable y , see Figure 5.1 (right). This is a
particularly challenging environment from a safety perspective because an optimistic al-
gorithm may underestimate the value of p, as discussed in Example 5, leading to unsafe
behaviors.

CLIFF WALKING

The cliff walking problem is a 4×6 grid-world where the agent must get from a starting
location (S) to a goal location (G) without falling off a cliff (Sutton and Barto, 2018, Ex-
ample 6.6). We used the augmented version with a cost for walking close to the cliff (Lee
et al., 2017), as shown in Figure 5.4 (left). The agent gets a reward of -1 for each move-
ment. If the agent falls from the cliff (stepping in one of the grey areas), it is sent back to
state S and gets a reward of -100. The agent gets a cost of 2 for walking in cells adjacent
to the cliff (second row) and a cost of 1 for walking 2 cells away from the cliff (third row).
We set ĉ = 2, H = 15, K = 5000, and we do not ignore any variables. In this example, the
cost function depends on both variables, so we need to use an identity function to de-
fine the abstraction. We set ĉ = 2 and thereby ensure that an optimal policy is stochastic,
as it needs to randomize between two longer paths. Figure 5.4 (right) shows the optimal
paths (dashed lines) for a cost bound ĉ = 2. The agent needs to randomize between these
two paths, taking each path 50% of the time, which gives an expected cost of 2 and an
expected value of 10.
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Figure 5.4: Cliff walking.

Figure 5.5: Taxi with fuel.

TAXI

The taxi with fuel problem (Dietterich, 1998) has 5 features describing a taxi’s location, a
passenger’s location and destination, and the amount of fuel. It has 7 actions, including:
move north, south, west, or east; pick up the passenger; drop off the passenger; and
refuel. We considered a small version with a 2×2 grid and fuel capacity of 5, as shown
in Figure 5.5 (left). We augment the problem by giving a cost signal of 1 if the taxi runs
out of fuel and 0 otherwise. We set ĉ = 0, H = 6, K = 5000, and ignore the passenger’s
location and destination. Setting ĉ = 0 ensures the taxi never runs out of fuel.

COST CHAIN

The cost chain environment is inspired by the chain environment (Osband et al., 2016),
commonly used to evaluate the exploration capability of RL algorithms, where the agent
can collect a small reward in the first state and a large reward in the last state. The re-
ward and cost structure of this environment is also similar to the factored CMDP. It has
2 features (x and y) where x ∈ [1,n] and y ∈ [1,2]. The agent has three actions: a, b, and
reset.

In this environment, when the agent takes action A in the state (x, y), we observe the
following dynamics. If x = n−1, the agent gets a reward of 1 and moves to the absorbing
state (n, y). If A = r eset , the agent moves to state (0, y), with no cost and a reward of
1
n . For states where x is even and A ∈ { a,b } the agent receives no reward or cost and
transitions to state (x+1,0) with probability p and to state (x+1,1) with probability 1−p.
Finally, for states where the x is odd, the agent moves to state (x +1, y), receives a cost
of 1 if A = a and 0 otherwise, and receives a reward equals to 1

2n if y = 0 and A = a, or if
y = 1 and A = b, otherwise it gets no reward. We set n = 20, ĉ = 0.5, H = 21, K = 10000,
similar to the factored CMDP, a cost-model-irrelevant abstraction ignores the feature y .
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Figure 5.6: The cost chain environment CMDP. Costs and rewards with value 0 are omitted as well as the
probability of deterministic transitions.

5.4.2. SAFETY EVALUATION

The first experiment aims to evaluate the safety aspects of the algorithms. Figure 5.7
shows the expected cost (left column) and expected value (right column) of the policy
in each episode on the environments simple CMDP, factored CMDP, and cliff walking.
These environments are used because they require the agent to sacrifice some return to
meet the safety requirements.

We start the analysis with the simple CMDP (top row). We can observe that the algo-
rithms OptCMDP, MLE CMDP with Bonus, and Q-Learning obtain policies with an ex-
pected value larger than the optimal constrained policy (top left). However, to do so, they
have to violate the cost constraints (top right). Although the algorithm AbsOptCMDP πG

has no safety guarantees, in this domain, it converges to the optimal policy without vio-
lating the constraints.

As expected, all instances of the AlwaysSafe algorithm respect the cost constraint.
However, only πα converges to the optimal policy, while the others converged to a sub-
optimal policy, indicating that the ground policy did not pass the safety test and the
abstract policy was used. We notice that in the first episodes, even though the confidence
interval was loose, the final ĉ was low enough to make the ground policy safe in the whole
uncertainty set. Analyzing the expected value AlwaysSafe πα uses a conservative policy.
In Section 5.4.3, we investigate how to make this algorithm less conservative.

The experiments with the factored CMDP (middle row) show that AbsOptCMDP πG

is not safe. Only AlwaysSafe-πα safely reaches the optimal performance. We can also see
that AlwaysSafe πT with 0.9ĉ changes from policy πA to policy πG after ∼ 500 episodes
but still does not reach the optimal performance, while the algorithm AlwaysSafe-πT

always executes πA . This issue is investigated further in Section 5.4.4.

We conclude this analysis with the cliff environment (bottom row). For the cliff en-
vironment, we only consider the algorithm AlwaysSafe-πA since S = S which implies
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Figure 5.7: Results for the simple CMDP (top), factored CMDP (middle), and cliff environment (bottom), all
averaged over 100 runs with a 95% confidence interval. The left column shows the expected cost of the policy
executed in each episode while the right column shows the expected value of the policy. A dashed line depicts
the bound on the expected cost ĉ and a dotted line depicts the optimal expected value.
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πG =πA , making all the algorithms equipped with the abstract safety dynamics virtually
the same. We observe, to no surprise, that the AlwaysSafe-πA algorithm is able to always
execute policies with an expected cost lower than the given bound. The OptCMDP and
MLE CMDP with Bonus algorithms, on the other hand, violate the cost constraints for
hundreds of episodes. Analyzing the expected value of the policies executed (bottom
right), we have an indication that, in the cliff environment, the constraints on the ex-
pected cost are actually beneficial for the AlwaysSafe-πA algorithm that accumulates a
smaller regret in terms of performance as well. Section 5.4.4 provides more intuition on
this aspect.

5.4.3. DYNAMIC CONSTRAINT TIGHTENING EVALUATION

Analyzing the expected value on the simple CMDP at Figure 5.7 (top right), we may no-
tice that in the early episodes, the algorithm AlwaysSafe πA shows a higher expected
value than the algorithm AlwaysSafe-πα. This raises the question if it is possible to re-
duce the performance regret of the AlwaysSafe-πα algorithm by executing the abstract
policy in the early episodes. In other words, can we avoid policies too conservative in the
early episodes, when the agent only finds a ground policy that satisfies the safety con-
straints using a very low β. To examine this hypothesis, we evaluate the AlwaysSafe-πα
algorithm varying the coefficient lower bound β.

We use the same configurations of the simple CMDP described before, but we let
K = 300 to observe the performance of the variants that take more time to converge. We
consider β ∈ {0,0.1, · · · ,1}∪ {0.91,0.92 · · · ,0.99}.

Figure 5.8 (top) shows the value of the policies executed in the first 300 episodes. On
the left, we notice that, as expected, all variations have an expected cost lower than the
given safety threshold, demonstrating that the value of β does not affect the safety of the
algorithm. On the right, we observe significant differences in terms of expected value
with respect to β. In particular, when β is closer to 0, the agent might deploy extremely
conservative policies in the early episodes. We also notice that when β is close to 1, the
performance is closer to the abstract policy (when β= 1) during more episodes, and the
agent needs significantly more time to find the optimal policy. For instance, for β= 0.99
the agent only starts approaching the optimal performance after 100 episodes.

On Figure 5.8 (bottom), we see the accumulative performance regret over the 300
episodes on the left and after 300 episodes on the right. We can observe that, in the early
episodes, the agent with high values forβ accumulate less regret than the agents with low
β. However, over time we notice that agents with β too high can accumulate more regret
than the original algorithm (β = 0), in particular when β = 0.99. Therefore, setting β

too high can make the agent use the abstract policy for too many episodes, which might
prevent the exploration of specific ground states leading to a larger performance regret.

Figure 5.8 (bottom right) shows that the values that accumulate less regret are close
to β= 0.9, indicating that a balanced β is ideal. It also shows that the algorithm is robust
to the choice of β, obtaining almost the smallest regret with values between 0.7 and 0.9.

Figure 5.9 shows the results of the same experiment on the factored CMDP environ-
ment. The plots follows the same structure from Figure 5.8. We notice that, in this exam-
ple, the low values of β perform better than values closer to 1. This can be explained by
the lower difference in performance between the ground policy and abstract policy, as
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Figure 5.8: AlwaysSafe-πα on the simple CMDP environment varying the coefficient lower bound β, averaged
over 100 runs: (top left) the episodic expected cost, (top right) the episodic expected value, (bottom left) the
cumulative performance regret over episodes and (bottom right) the accumulated performance regret after
300 episodes (with a 95% confidence interval). A dashed line depicts the bound on the expected cost ĉ and a
dotted line depicts the optimal expected value.
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Figure 5.9: AlwaysSafe-πα on the factored CMDP environment varying the coefficient lower bound β over
10000 episodes, averaged over 100 runs: (top left) the episodic expected cost, (top right) the episodic expected
value, (bottom left) the cumulative performance regret and (bottom right) the accumulated performance re-
gret (with a 95% confidence interval). A dashed line depicts the bound on the expected cost ĉ and a dotted line
depicts the optimal expected value.
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Figure 5.10: Results for the taxi with fuel environment averaged over 100 runs with a 95% confidence interval.
The left column shows the expected cost of the policy executed in each episode while the right column shows
the expected value of the policy. A dashed line depicts the bound on the expected cost ĉ and a dotted line
depicts the optimal expected value.

observed on Figure 5.7 (middle right). Nevertheless, the range of β that has better per-
formance is also wide, varying from 0 and 0.8, which indicates again that the algorithm
is robust to the choice of β.

Overall, finding a principled way to decide whether or not to stop the dynamic con-
straint tightening and return a conservative policy is still an open question.

5.4.4. TIGHT SAFETY BOUNDS

Figure 5.10 shows the results on the taxi environment. In this environment, the cost
bound is set to 0. Therefore, the dynamic constraint tightening strategy cannot reduce
the cost bound ĉ without making the problem infeasible. Therefore, we only consider
the algorithms AlwaysSafe-πA and AbsOptCMDP-πG .

Similar to the results on simple CMDP and factored CMDP, the AlwaysSafe algorithm
equipped with the abstract policy πA is able to respect the safety constraints but is not
able to find the optimal policy. The remaining algorithms tested are able to solve the task,
however, they violate the cost constraints in early episodes. In particular, we notice that
AlwaysSafe-πG can learn how to remain safe faster than the remaining algorithms; con-
sequently, AlwaysSafe-πG also finds policies with high performance faster. This shows
that when the safety constraints are aligned with the reward function, the performance
of safer agents also improves.

5.4.5. EXPLORATION EFFICIENCY

In this last experiment, we consider how the safe behavior of the agent impacts its explo-
ration efficiency, using the cost chain environment with horizon 20. Figure 5.11 shows
the results.

First, we notice that both Q-Learning and Optimistic Q-Learning are not able to find
the optimal policy for this environment, which shows that this task requires a reason-
able exploration strategy. Otherwise, the remaining algorithms have similar behavior as
in the factored CMDP environment, where OptCMDP and MLE CMDP with Bonus can
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Figure 5.11: Results for the cost chain environment averaged over 100 runs with a 95% confidence interval. The
left column shows the expected cost of the policy executed in each episode while the right column shows the
expected value of the policy. A dashed line depicts the bound on the expected cost ĉ and a dotted line depicts
the optimal expected value.

find the optimal policy but violate the cost constraints in the early episodes, while the
AlwaysSafe-πα can find the optimal policy without violating the safety constraints. This
lets us conclude that AlwaysSafe-πα is still able to explore the environment optimisti-
cally with respect to the reward.

5.4.6. RESULTS DISCUSSION
Following Ray et al. (2019), we may conclude that the algorithm AlwaysSafe equipped
with the safe policies πA , πT , πα or πT with 0.9ĉ dominates the algorithms OptCMDP
and AbsOptCMDP πG since the former does not violate the constraints, while the latter
does. Then, AlwaysSafe-πα dominates AlwaysSafe-πA , AlwaysSafe-πT and AlwaysSafe-
πT with 0.9ĉ since in general it achieves higher performance. Nevertheless, these results
come with the requirement that the abstract model relevant for safety is known. We
believe that in cases where this model is only partially known, these algorithms would
still be useful to make the most of the knowledge available.

In general, we notice that, on the one hand, the optimistic algorithms OptCMDP and
AbsOptCMDP πG eventually approach the safety bound, but might use unsafe policies
during this process, which is a clear consequence of their optimism with respect to the
transition and cost function. On the other hand, the AlwaysSafe algorithm equipped
with safe policies sacrifices performance to ensure safety. However, when the cost func-
tion is well aligned with the reward function, it can also have a smaller performance
regret.

5.5. RELATED WORK
As we mentioned in Chapter 1, there are two popular directions in safe reinforcement
learning (García and Fernández, 2015): (i ) shaping the optimization criterion towards
risk sensitivity (Chow et al., 2018a) and (i i ) changing the exploration process by, for in-
stance, assuming the existence of a safe policy (Zheng and Ratliff, 2020). The method
proposed in this chapter is at the intersection of these directions since we employ exter-
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nal knowledge to modify the exploration process using a different optimization criterion.
Zheng and Ratliff (2020) adapt the UCRL2 algorithm to CMDPs and assume that the

full transition model of the MDP is known and the agent has access to a safe (baseline)
policy. In contrast, we only require an abstraction of the transition model that is relevant
for the cost function. Recently, HasanzadeZonuzy et al. (2021) showed that the sam-
ple complexity of learning in CMDPs increases only logarithmically in comparison to
unconstrained problems. However, their probably-approximately-correct (PAC) scheme
does not provide any safety guarantees during the learning phase.

Furthermore, RL algorithms that provide guarantees of not violating the constraints
during the learning phase include methods that model the environment dynamics using
Gaussian processes (Berkenkamp et al., 2017; Turchetta et al., 2019; Wachi and Sui, 2020;
Wachi et al., 2018), design Lyapunov functions to guarantee the global constraints (Chow
et al., 2018b) or use analogies (Roderick et al., 2021). In general, these methods assume
an initial safe policy to begin exploring, allowing the agents to slowly expand the set of
known safe policies/states.

For problems with high-dimensional input spaces, different policy search algorithms
have been proposed that provide certain (though not hard) guarantees of not violating
the constraints (Achiam et al., 2017; Tessler et al., 2019; Yang et al., 2020b) or find safe
policies only at the end of the training process (Ray et al., 2019). In this setting, the safety
constraint has also been generalized to consider the tail of the distribution of accumu-
lated expected costs instead of the mean (Yang et al., 2021).

FMDPs have been explored in different RL settings, developing algorithms with near-
optimal regret bounds in FMDPs without constraints (Osband and Van Roy, 2014) and
with constraints (Chen et al., 2021b), improving sample efficiency (Chakraborty and
Stone, 2011; Diuk et al., 2009; Strehl et al., 2007), and tackling the off-policy policy eval-
uation problem (Hallak et al., 2015), In the safety literature, FMDPs have been used to
reduce the sample complexity of batch RL algorithms with safety guarantees with re-
spect to the performance of a baseline policy (see Chapter 3) and to allow an agent to
query a supervisor about the features of the FMDP to avoid side effects (Zhang et al.,
2018).

Reachability constraints enforce policies to avoid catastrophic states. Fatemi et al.
(2019) avoid such states with high probability, and Taleghan and Dietterich (2018) look
into deterministic policies that are easier to perceive than the usual randomized poli-
cies. Similarly, works from the formal methods community use reachability constraints
and their extension, temporal logic constraints, to argue about safety during exploration
using prior knowledge about the transition model (Alshiekh et al., 2018; Hasanbeig et al.,
2020; Jansen et al., 2020; Junges et al., 2016). Finally, a control-theoretic simplex architec-
ture has been employed to switch between safe and high-performance controllers (Phan
et al., 2020).

5.6. CONCLUSIONS
This chapter investigates settings where safety-relevant dynamics are given. We pro-
posed the AlwaysSafe algorithm that can be optimistic with respect to the reward while
ensuring safety during exploration.

In particular, we used an abstract model of the safety-relevant dynamics to compute
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an abstract policy that is always safe and a ground policy that can achieve high perfor-
mance. We showed how to switch between these two policies to build an algorithm that
is safe and eventually converges to the optimal policy. This method not only enforces
the agent to always act safely but can also prune under-performing actions, improving
the training efficiency when the cost function is aligned with the reward function.

Further studies might investigate alternative methods to devise the abstractions of
the safety dynamics, for instance, using core states (Shariff and Szepesvári, 2020); how
the AlwaysSafe copes with an approximation of the abstract CMDP (Abel et al., 2016);
and algorithms that can aggregate states online (Ortner, 2013) without violating the con-
straints.

In summary, the proposed algorithm is always safe during the learning process, even-
tually reaches the optimal policy, and decouples exploration from safety issues in RL.





6
CONCLUDING REMARKS

Before closing this thesis, we review its main contributions, reflect on the results ob-
tained and consider possible directions for further research.

6.1. CONTRIBUTIONS
As mentioned in Chapter 1, there are multiple ways to make RL algorithms more reliable.
We considered an offline setting, where the goal is to provide guarantees on the perfor-
mance of the policy computed. In particular, in Chapter 3 we explore settings where the
behavior policy is known, while in Chapter 4 we explore settings where only the set of
trajectories is available. In Chapter 5 we took a step towards safe exploration, consider-
ing situations where prior knowledge about the safety dynamics of the environment is
available, but not about the entire task of the agent.

Overall, RL only assumes the environment is an MDP, which is a weaker assumption
than the assumption in probabilistic planning that the full model of the environment is
provided. However, to provide safety guarantees, we must make stronger assumptions,
putting SRL closer to probabilistic planning. Keeping this in mind, we may analyze the
contributions in this thesis according to how we change the strength of such assump-
tions. On the one hand, we investigated settings with stronger assumptions to make
problems more tractable. On the other hand, we investigated problems with weaker as-
sumptions to relax their constraints and make the solution more general. We analyze
our contributions on this spectrum.

6.1.1. INCREASING TRACTABILITY
Addressing Research Question 1, we observed multiple benefits of narrowing the scope
of the problem by relying on some domain knowledge. Focusing on FMDPs allowed us
to reduce the sample complexity of offline RL algorithms, in particular of SPI algorithms,
and to provide some generalization capabilities to these algorithms (Chapter 3). Follow-
ing a similar strategy, we also developed mechanisms that allow safe exploration of the
environment using a description of the safety dynamics (Chapter 5).
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Considering FMDPs, we managed to reduce significantly the sample complexity of
SPI algorithms, which addresses Research Question 2. We investigated two classes that
make different assumptions regarding prior knowledge about the problem. In the first,
the structure of the problem is provided, so the agent only needs to estimate the pa-
rameters of the local transition components representing the DBN. In the second, only
a bound on the number of parents each state variable is given, so the agent needs to es-
timate the structure of the problem. When such assumptions are met, these algorithms
can compute policies with higher performance than algorithms that handle unrestricted
MDPs when given the same dataset.

A compelling benefit of focusing on a restricted class of problems, such as FMDPs, is
that the resulting SPI algorithms gain some generalization capabilities, which addresses
our Research Question 3. These algorithms can make inferences about unvisited states
by combining samples from similar states. This can be particularly helpful when the data
available have only partial coverage of the problem. While SPI algorithms designed for
unrestricted classes of MDPs become very conservative and always rely on the behavior
policy, we showed that by exploiting the factored structure of the problem, the agent
might infer the dynamics of states that are not present in the dataset allowing it to choose
actions that had not been executed during the data collection phase.

Incorporating domain knowledge also increases transparency and hence the user’s
trust in the system. To address Research Question 5, we considered safe exploration in
CMDPs, where the user provides the safety dynamics of the environment (Chapter 5).
Besides allowing the agent to learn to optimize its main task without violating the safety
constraints, this provides assurance to the user that the agent will not spend resources to
learn about information already known. Ultimately, this approach also showed a regret
reduction in terms of performance when the safety is aligned which the agent’s task,
addressing Research Question 6.

Constraints are another way of exploiting an expert’s prior knowledge. It allows prac-
titioners to directly specify the behaviors expected from the agent, avoiding the issues
with reward engineering (Roy et al., 2021). This increases the user’s autonomy, allow-
ing it to prevent some behaviors of the RL agent. We studied constraints on the total
expected cost; nevertheless, other types of constraints could also be considered, as dis-
cussed later.

As a final note about narrowing the class of problems, we would like to point out that
investigating other types of structure may allow us to incorporate more domain knowl-
edge in the agent’s learning process. For example, the exploitation of Gaussian (Turchetta
et al., 2016) and linear (Jin et al., 2020c) dynamics have a large potential to expand the
reach of online and offline SRL agents.

6.1.2. STRIVING FOR SIMPLICITY

Moving towards the opposite direction from the previous section, we investigated how
to relax some of the SPI algorithms’ assumptions to make them more general.

In Chapter 3, we first proposed a factored SPI algorithm that assumes the structure
of the problem is known, meaning we know the dependencies between the features of
the problem. If that is not known beforehand, we show that it is also possible to learn
the structure of an FMDP, in which case we make the weaker assumption that the user
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provides a bound on the number of state variables that can influence another state vari-
able.

Addressing Research Question 4, we showed in Chapter 4 that offline RL algorithms
can have improvement guarantees even when the behavior policy is unknown. This
revealed the possibility of developing reliable offline RL algorithms with minimum re-
quirements, which is essential to make these algorithms more accessible. Previously, if
we had collected some data with a particular policy but were unable to reconstruct this
policy, we would not have any guarantees regarding the performance of the policy re-
turned by an offline RL algorithm. The approach we proposed ensures that, even in this
situation, the practitioner could still recover the behavior policy and use SPI algorithms
with improvement guarantees.

6.1.3. ON THE GAP BETWEEN THE LAB AND THE REAL WORLD

Our motivation has been to increase the reliability of RL agents, which should facilitate
their deployment in real world scenarios. Unfortunately, we did not perform experi-
ments directly on real world applications since we may require an excessive number of
trials to have statistically significant results for safe policy improvement methods. Nev-
ertheless, some applications have high fidelity simulators that can be used to test these
methods. We mentioned an example of such a case study in Section 3.5, where SPI algo-
rithms were tested on a steel melting plant simulation (Kosiorek, 2020).

This case study also showed the benefits of incorporating safety constraints explic-
itly. In the steel plant, some actions certainly have bad outcomes, such as launching
two ladles from the same group simultaneously, since they might arrive at the caster at
similar times, causing unnecessary delays. Preventing the agent from using such actions
made the algorithm’s final policies more reliable overall. This is an example of the need
for means to define the safety constraints explicitly, which we studied in Chapter 5.

6.2. REFLECTIONS
While safety and reliability were the main focus of this thesis, we also touched on other
issues preventing the deployment of reinforcement learning to real world tasks, such as
data efficiency and learning with a fixed batch of historical data. Nevertheless, we must
recall that multiple other challenges still require attention, such as partial observability,
explainability and others (Figure 1.1).

In the offline setting, we evaluated different ways to improve sample efficiency. This
is important considering the amount of data available in many applications is limited.
We developed algorithms that, by exploiting the factored structure of the problem, re-
quire fewer data to compute improved policies. This approach also provides some gen-
eralization capabilities, which helps offline agents handle cases where the data only pro-
vides partial support over the state-action space. Finally, we investigated the setting
where the behavior policy on which these algorithms rely is not available. We found
that using an estimate of the behavior policy can be a reasonable solution.

In the online setting, we considered how to prevent constraint violations during the
learning process. We investigated settings where the user provides prior knowledge of
the safety dynamics. While we focused on constraining the expected safety cost, we be-
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lieve similar approaches can be developed for problems with hard constraints or with
chance constraints.

6.3. DIRECTIONS FOR FUTURE WORK
In this section, we discuss potential future work. We start by revisiting our two core prob-
lems (Figure 1.1), as well as their interplay. We also present some alternative ways to
provide safety to reinforcement learning agents and reflections about the future of RL.

6.3.1. REVISITING THE OFFLINE REINFORCEMENT LEARNING

Since the beginning of this work, offline RL has gained considerable attention due to its
use of historical data in the hope of following the trends of supervised learning (Levine
et al., 2020). Nevertheless, there are still numerous open challenges that require further
research.

Closer to this thesis, we may mention that there are still multiple ways of exploiting
the factored structure of the problem. First, we observe that we could also easily exploit
the factored structure for the soft SPIBB algorithm (Nadjahi et al., 2019), which was only
used in Chapter 4. Another intriguing question is whether we can exploit the factored
structure of the problem when the baseline policy is unknown. This is challenging since
the behavior policy might not have a factored structure, even if used in an FMDP. Nev-
ertheless, if we can assume that the behavior policy has some structure, for instance, it
is defined by a decision tree with a limited depth or a limited number of nodes, we could
also estimate the policy efficiently.

We may also exploit other types of structures to reduce the problem class. Some ex-
amples include: ignoring exogenous variables (Dietterich et al., 2018), using influence
abstraction to reduce the size of the problem (Oliehoek et al., 2012), or separating pri-
vate and environmental variables (Liu et al., 2021a). These approaches have the poten-
tial to present benefits similar to exploiting the factored structure, meaning they might
improve the data efficiency of the algorithms and may help with generalization.

An important question to be explored in the offline setting is the source of the histor-
ical data. In some cases where the system designer envisions the future use of offline RL
algorithms, collecting the data with good coverage of the problem can be critical to find
high-performing policies later on. In this case, computing policies to effectively explore
the environment would be ideal (Jin et al., 2020b; Wang et al., 2020).

Although the pure offline RL setting has received close attention over the last years,
recent results show that this problem might be considerably more complex than its on-
line counterpart (Xiao et al., 2021a; Zanette, 2021). This indicates that using a single
batch of past trajectories has limited potential. Therefore, the development of inter-
mediate algorithms that can interleave between data collection and policy optimization
is a promising direction for future research, following the growing batch methodology
(Lange et al., 2012; Riedmiller et al., 2021).

Revisiting the setting where a baseline policy is available but the agent can still inter-
act with the environment, the reliability question would be how to minimize the regret
with respect to the baseline policy (Dey et al., 2021; Pirotta et al., 2013). An interest-
ing compromise would be to compute a policy with maximum entropy while ensuring a
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minimum performance (Savas et al., 2018). This would create a new trade-off between
reliability and exploration. One potential solution for this problem is to use a set of
policies that allows the agent to collect diverse trajectories during exploration (Ghasemi
et al., 2021; Kumar et al., 2020). In this case, constraining each policy to guarantee a
minimum performance could make the data collection more reliable.

6.3.2. NEW CONSTRAINTS FOR REINFORCEMENT LEARNING

To take safety into account more explicitly, we considered the constraints with respect to
the expected accumulated safety cost, in other words, a soft budget constraint. However,
constrained reinforcement learning encompasses an extensive set of problems stem-
ming from its diverse types of constraints (Liu et al., 2021b). Therefore, finding ways
to learn while satisfying other types of constraints would expand the reach of safe RL.
For instance, considering a similar setting with instantaneous hard constraints, when
the safety cost in each time step is bounded .

Section 2.2 mentioned the descriptive power of planning tools that allow experts to
specify their problems, such as using accessible and intuitive languages (Sanner, 2010).
We may use it to define the abstraction of the safety dynamics as a partial description
of the problem, where we only have access to a subset of the CPTs of the DBN. In this
scenario, it would also be interesting to learn the remaining relational description of the
problem (Ng and Petrick, 2019).

In Chapter 5, we proposed an RL method that computes a policy in the dual space
using a linear program. While solving a linear program is computationally efficient, the
state space might be too large even to instantiate the linear program, which would render
the proposed algorithm ineffective. Nevertheless, in the literature, we can find multiple
strategies that could improve the scalability of this method: exploring the structure of
the problem further using an approximate linear programming approach can reduce
the size of LP (Lee et al., 2017; Poupart et al., 2015), restricting the computational effort
to more relevant parts of the environment using online algorithms (Brázdil et al., 2020;
Rostov and Kaisers, 2021), or generating constraint or variables incrementally to avoid
having to instantiate the whole problem at once (Hansen and Bowman, 2020; Walraven
and Spaan, 2018).

We can also consider other types of constraints. When some demonstrations from a
teacher are available, it could be interesting to investigate how to ensure the new policy
induces a state occupancy close to the demonstrations while guaranteeing a minimum
performance (Wang et al., 2021). Instead of bounding the expected cost, one might pre-
fer to bound the probability of reaching an accumulated cost higher than the given bud-
get in a trajectory (Moreira et al., 2021), or, taking a more general perspective, bounding
the visitation density of specific states (Qin et al., 2021). Finally, integrating constraints
in the offline RL setting could be attractive since it considers constraints more explicitly
while allowing us to use offline data (Le et al., 2019). A natural direction for this idea
would be the constrained safe policy improvement problem, which is already getting
some attention (Satija et al., 2021).
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6.3.3. ALTERNATIVE SOURCES OF SAFETY GUARANTEES
In this thesis, we often considered some restricted class of problems which allowed us
to make strong statements regarding the safety of the proposed algorithms. Naturally, if
these assumptions are not met, such statements might become invalid. For situations
where one cannot make such assumptions, there are other ways to deal with the safety
issues in RL. We will discuss two of them next.

Teacher Intervention. One option to ensure safety is to have a teacher responsible for
overseeing the actions chosen by the agent. This teacher could be a piece of software
(Jansen et al., 2020) or even a human (Saunders et al., 2018). The goal of the teacher
might be to provide feedback for the behavior of the agent (Thomaz and Breazeal, 2008;
Zhang et al., 2019), demonstrate the expected behavior in the form of trajectories (Osa
et al., 2018), or make corrections on the actions chosen by the agent (Dalal et al., 2018).
On the one hand, teacher interventions can also speed up the training process (Celemin
et al., 2019; Silva et al., 2020). On the one hand, they also raises new challenges, such as
how to choose what the agent should learn first (Turchetta et al., 2020), how to commu-
nicate the user’s preferences to the agent (Aytemiz et al., 2021), and how to minimize the
workload of the teacher (Andrés et al., 2018; Ha et al., 2020; Prakash et al., 2019).

Initial Safe Policy. Another option is to consider a potentially sub-optimal safe policy
is available, similar to how we can exploit the baseline policy on the offline setting (see
Chapters 3 and 4). In the online setting, the agent can collect experiences using this pol-
icy until it builds enough confidence to execute a different policy. A considerable body of
literature on safe exploration assumes such policy is available (Berkenkamp et al., 2017;
Chow et al., 2018b; Luo and Ma, 2021; Zheng and Ratliff, 2020). However, the origin of
this policy is not always clear. Considering so many methods need such safe policy to
start exploring safely, it would be interesting to investigate how to compute a policy ef-
fective for such tasks. An option is to train the RL agent in a controlled environment, for
instance, in a laboratory, to later transfer the policy obtained to the real world. In this
controlled environment, the agent may violate the safety constraints since it is possible
to reset the episode at any time.

6.4. FINAL REMARKS
As a final note, we discussed briefly in Chapter 2 how the trade-off between exploration
and exploitation in RL has been studied extensively. However, with the quick dissemina-
tion of RL, new issues and requirements emerge, such as safety, fairness, privacy, trans-
parency, security, and others. While this thesis focused on increasing the reliability of RL
algorithms, overall considering safety as a primary issue, the question of how to trade-
off between these new requirements is still essentially an open question (Pineau, 2021).
Such multiplicity of objectives indicates the importance of the multi-objective setting
given the challenges of compiling them in a single reward function.

To conclude, we expect that the deployment of RL agents will require an interdisci-
plinary approach, combining the domain knowledge from experts and RL researchers,
that together can investigate what assumptions are reasonable for the problem at hand.



A
ACRONYMS

AI Artificial Intelligence.

CMDP Constrained Markov Decision Process.
CPT Conditional Probability Table.
CRL Constrained Reinforcement Learning.

DBN Dynamic Bayesian Network.

FMDP Factored Markov Decision Process.

HCOPE High Confidence Off-Policy Evaluation.
HCPI High Confidence Policy Improvement.

KWIK Knows What It Knows.

LP Linear Program.

MDP Markov Decision Process.
MLE Maximum Likelihood Estimate.

RaMDP Reward-adjusted MDP.
RL Reinforcement Learning.

Soft-SPIBB Safe Policy Improvement with Soft Baseline Bootstrapping.
SPI Safe Policy Improvement.
SPIBB Safe Policy Improvement with Baseline Bootstrapping.
SPM Steel Plant Model.
SRL Safe Reinforcement Learning.
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NOTATION

Π Set of policies.
Σ The set of probable MDPs given the past trajectories.
δ A parameter related to the confidence.
ϵ A parameter related to the precision.
η Visitation counter.
γ Discount factor.
µ Initial state distribution over states.
⊘ Symbol used by a KWIK algorithm to indicate “I do not know”.
π Policy.
πb Behavior policy.
σ Hyper-parameter of the Soft SPIBB algorithm.
ζ An admissible error for SPI algorithms.

1 Indicator function.

A Set of actions.
Anc Ancestors: the state variables with eventual influence on some state

variable(s).

B Set of states-action pairs bootstrapped by an SPIBB algorithm.

C CGk : the set of all combinations of size k of a set G.
C Cost function, indicates the cost to take an action on a given state.
ĉ Upper bound on the expected accumulated cost.

D Collection of past interactions with the environment.
d Maximum in-degree.
dom Domain of a state variable, set of values a variable can assume.
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H Horizon.

K Number of episodes.
K A KWIK algorithm.
K Set of states-action pairs considered known by a KWIK algorithm.

M A specific MDP.
m Hyper-parameter related to number of samples required by the re-

spective learning algorithm..

P Probability simplex: set of probability distributions over a finite set.
P Transition function, describes how the environment changes.
Pa Parents: the state variables with immediate influence on some state

variable(s).

Q Domain of transition components on a factored MDP.

R Reward function, indicates how good it is to take an action on a
given state.

S Set of states.

X Set of state variables that describe the state of the environment.
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